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Thesis overview and summary

This thesis investigates the interactions within the coupled carbon cycle-climate system. It
addresses questions regarding both its past and future evolution using a computationally efficient
carbon cycle-climate model. Therefore, no specific single topic or mechanism is studied, but a
suite of applications is presented in the following.

The cycling of carbon in the Earth system is driven by a complex interplay between physical,
biological and chemical processes in the major carbon reservoirs: atmosphere, land, ocean,
sediments and lithosphere. Of primary interest is the net exchange of carbon dioxide (CO2)
from/to the atmosphere, as this is the process that ultimately influences Earth’s climate, as
CO, absorbs electromagnetic radiation. Carbon fluxes on decadal timescales are controlled by
the interactions between atmosphere, surface ocean and living biomass on land. On longer
timescales, atmospheric CO2 concentrations are driven by the oceanic carbon cycle, which
is influenced both by changes in ocean circulation, marine biology, seawater chemistry and
sediment interactions. On geological timescales, atmospheric CO4 stabilization is primarily
a result of balancing igneous rock weathering, volcanism and seafloor burial rates. The tool
invoked in this theses to study these interactions on different timescales is a cost-efficient Earth
system model of intermediate complexity: the Bern3D-LPJ model. This model does not only
simulate the cycling of carbon, but also tracks isotopes *C and '*C (radiocarbon), thus helping
to understand the complex nature of the global carbon cycle.

The introductory chapter of this thesis gives an overview on the global carbon cycle, with a
focus on carbon-climate interactions and isotopes. It emphasizes paleoclimatic investigations and
benchmarking to strengthen our understanding of current and future human-driven climate
change. Moreover, the most important concepts and methods are introduced as a basis for the
subsequent chapters.

In Chapter 2, the Bern3D-LPJ carbon cycle-climate model is shortly described. In addition, a
summary of changes incorporated in the recently updated ocean component is given. A special
focus is set on the adjustment of biogeochemical parameters in order to improve the modeled
distribution of dissolved carbon, alkalinity and nutrients. In a final step, the model’s preindustrial
solution, i.e. ocean circulation, tracer distributions and global fluxes is presented and discussed
in the light of the latest datasets available.

Chapter 3 consists of a study published in Farth and Planetary Science Letters in which a
recent hypothesis is tested, namely whether the deglacial retreat of Northern Hemisphere ice
sheets triggered enhanced deglacial volcanic activity in these regions. As volcanoes release
carbon stored in Earth’s mantle as they erupt, this process may considerably contributed to the
observed glacial-interglacial CO9 variation of ~100 parts per million (ppm).

In order to test the implications of the proposed mechanism, we apply a range of 40 kyr volcanic
emission scenarios of carbon, '3C and C to the Bern3D model. We find a COs increase of
46 ppm for the central scenario, peaking at around 6 kyr before present (BP). By comparing the
modeled response in the atmosphere-ocean-sediment system to a range of ice-core and marine
proxy records, we show that the proposed mechanism cannot be rejected: the uncertainties in



the emission history as well as in other processes involved in deglacial and early Holocene COq
dynamics prevent a firm conclusion. One of the drawbacks is that carbon isotopes serve as a
weak constraint here, because i) magma 5§'2C does not differ significantly from the signature
of the contemporary atmosphere and ii) the AC decrease induced by a weakening of the
geomagnetic shield and outgassing of old oceanic carbon may screen the A C decline induced
by old volcanic CO3. On the other hand, the pronounced CO; increase in the early Holocene
resulting from the central and high scenarios is in conflict with the observed COq decline during
this period. We therefore conclude that the volcanic feedback to deglaciation is small.

Chapter 4 focuses on *C and its application as a proxy for solar activity. By running
simulations with the Bern3D-LPJ model from 20 kyr BP to 1950 AD with prescribed atmospheric
AM™C from the IntCal09 and SHCal04 records, the Holocene radiocarbon budget is solved for
atmospheric production (Q). We do not only consider past changes in AC, but also take into
account changes in CO, and its radiative forcing, continental ice-sheet extent, sea level, dust
flux, shallow-water carbonate deposition and anthropogenic landuse change. The results of
these experiments are summarized in a study published in Climate of the Past. With these
experiments, we partially resolve the discrepancy between carbon-cycle and particle-simulation
based estimates of the contemporary production rate; our estimate of () is in line with the
results of the most recent production-model estimates. We do not only reconstruct ) for the
first time with a 3-D model over the past 10kyr, but @ is also applied as a proxy for the solar
modulation potential and total solar irradiance (TSI) using published methodologies. We show
that linking past TSI to instrumental records is problematic, both because i) early instrumental
records are prone to considerable uncertainty and ii) humans disturb the natural **C cycle not
only by atomic bomb testing, but also by the combustion of fossil fuels and landuse emissions,
both introducing uncertainty in the radiocarbon budget and thus our () reconstructions. Our
best-guess normalization of the solar activity record suggests a high, but not exceptionally high
contemporary solar activity compared to the past 10 kyr. We also show that a bias is introduced
by globally applying the Northern Hemisphere record (IntCal09) as done in past studies. Beside
the solar activity reconstruction, Chapter 4 also includes results on pre-Holocene *C dynamics.
For the past 50kyr, °Be and paleointensity-based @) reconstructions are prescribed to the
Bern3D model in order to simulate atmospheric A™C. We find that most of the reconstructions
of Q are in conflict with high glacial AC levels as preserved in natural archives; past carbon
cycle changes are probably too small to explain the remaining offset.

In Chapter 5, we present the results of a multi-model effort to determine the response of the
carbon cycle-climate system to a pulse-release of COs. In this study, which we published in
Atmospheric Chemistry and Physics, fifteen models ran the same CO» pulse-emission experiments
under contemporary COq conditions (389 ppm). On a time horizon of decades to centuries,
atmospheric COy and therefore its radiative impact is controlled by how much of the (excess)
COg is taken up the by ocean and land carbon reservoirs. The evolution of atmospheric COs can
then be represented by impulse response functions (IRFco,). IRFco, serves as a basis for the
computation of the global warming potential (GWP), a metric to compare the radiative effect of
emissions of different greenhouse gases. We provide an updated estimate (and uncertainty range)
of the absolute GWP of COs at e.g. year 100 of 92.5 (68-117) x10~ yr Wm~2 per kg COs.
Further, we set up numerous sensitivity experiments with the Bern3D-LPJ model in order to
quantitatively estimate the influence of the pulse size, the chosen background scenario and
carbon-climate feedbacks. In addition to analyzing the response in atmospheric CO2 levels, the
model responses in air-sea and air-biosphere fluxes, atmospheric temperature, sea level rise and
ocean heat content are quantified and fitted by analytical functions. As an extension to the
published study, a simple representation of the continental weathering feedback is implemented
in the Bern3D and its influence on IRFco, quantified in terms of a pulse-release of CO2 under
preindustrial conditions.

In Chapter 6, the feedback of the terrestrial biosphere under global warming scenarios is



explored. In a study published in Nature Climate Change, we i) reconcile the observed 20th
century increase in atmospheric NoO and CHy levels and ii) quantify the terrestrial response to
COg increase and climate change in terms of feedback parameters. The feedbacks of NoO and
CH, are not well understood so far, as most current Earth system models do not simulate the
cycling of these compounds. By running numerous experiments with the Bern3D-LPJ model
applying the extended Representative Concentration Pathway (RCP) emission scenarios, we
separate feedbacks arising from snow-albedo changes as well as changes in CO9, NoO and CHy
fluxes. Our results show that under RCP8.5 (a business-as-usual scenario), the land biosphere
likely turns into a net source of CO9 by 2100 AD. We find that by the year 2300 AD, NoO and
CH, feedbacks add another 0.4-0.5°C on top of the 0.8-1.0 °C caused by the albedo and carbon
cycle feedbacks.

Chapter 7 outlines how the Bern3D-LPJ model can be applied in the future, for example by
modeling the response of multiple greenhouse gases (CO2, NoO, CHy) during abrupt climate
events or by applying inverse modeling methods to paleoclimatic questions. In the appendices,
supplementary material is given, mainly related to the Bern3D-LPJ model but also containing
additional material to the multi-model IRF¢o, study.
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Chapter 1

Introduction

1.1 Motivation

Humans have emitted ~550 gigatons! (Gt) of carbon (C) into the atmosphere since 1750 AD
(Ciais et al., 2013). As a consequence, the concentration of carbon dioxide (CO2) and its radiative
forcing (RF) have increased more than an order of magnitude faster than any sustained change
during the past 22 thousand years (kyr) (Joos & Spahni, 2008; Masson-Delmotte et al., 2013).
Atmospheric COy concentrations have recently exceeded? 400 parts per million® (ppm) for the
first time since at least 800 kyr ago (Siegenthaler et al., 2005; Liithi et al., 2008). Not only
COg, but also other well-mixed greenhouse gases (GHGs) including methane (CHy) and nitrous
oxide (N2O) increase at a rate not seen in the past 22 kyr. This anthropogenic perturbation of
the carbon cycle has considerably altered Earth’s energy budget as GHGs absorb outgoing
thermal longwave radiation (greenhouse effect). In the fifth assessment report (AR5), the
Intergovernmental Panel on Climate Change (IPCC) concludes that it is extreme likely that
human influence has been the dominant cause of the global warming since the mid-20th century
(IPCC, 2013).

The anthropogenic perturbation calls for a more comprehensive understanding of the processes
driving the carbon cycle-climate system and their interactions in order to predict their future
impacts. In the recent decades, the modeling of the carbon cycle has evolved from using simple box
models to the application of comprehensive Earth system models (ESMs), i.e. atmosphere-ocean
general circulation models (AOGCMs) including a representation of global biogeochemical cycles
such as the carbon and nitrogen (N) cycles. Earth system models of intermediate complexity
(EMICs), i.e. models based on simplified physics and a reduced number of included processes,
close the gap between these box models and ESMs, some example of which are probabilistic
applications (Steinacher et al., 2013) or simulations over extended timescales (Ritz et al., 2011,
Brovkin et al., 2012; Menviel & Joos, 2012).

But how do we know that such models correctly represent the relevant processes of the carbon
cycle? Information on the past carbon cycle state as reconstructed from air trapped in polar ice
or preserved in ocean sediments provide a benchmark for models (Schmidt et al., 2013). The
cooperative work between modelers and experimentalists is therefore of utmost importance
to understand and disentangle the complex chain of forcings and feedbacks in the past and
therefore also the future carbon cycle-climate system.

11 gigaton = 10° tons = 10 g
*http://www.esrl.noaa.gov/gmd/ccgg/trends/
3The ratio of the number of gas molecules to the total number of molecules of dry air.
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1.2 The global carbon cycle

Although the greenhouse effect of CO2 and CHy is directly linked to the atmospheric concentrations,
carbon is found in many different reservoirs on Earth, namely the land, ocean (including
sediments) and lithosphere. In fact, the atmospheric carbon inventory is small (in comparison with
the ocean/land) and due to the rigorous exchange with the surface ocean and land biosphere, its
CO2 concentration is largely controlled by the ocean and land reservoirs. In order to understand
how atmospheric CO4 reacts to changes in the global carbon cycle or the climate, a holistic
understanding of the participating reservoirs is essential. Present day fluxes and inventories (as
well as the anthropogenic perturbation thereof) are sketched in Fig. 1.1. In the following section,
these reservoirs and their interactions are explained in more detail.
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Figure 1.1: Schematic overview on the global carbon cycle. Preindustrial (1750 AD), i.e. “natural” inventories
and fluxes (black numbers and arrows) are reported in Gt C and Gt Cyr~! respectively (1 Gt = 10'° g). The
main carbon reservoirs, including the atmosphere, land, ocean (and sediments) and lithosphere, exchange
carbon on many different timescales ranging from 0.2 Gt Cyr~' (weathering-burial cycle) to 120 Gt Cyr~! (gross
atmosphere-vegetation exchange). Red arrows and numbers indicate annual “anthropogenic” fluxes averaged
over the last decade (2000-2009). The atmospheric COz increase of 240+ 10 Gt C (113 +5ppm) as a result of
anthropogenic emissions from the combustion of fossil fuels, cement production and landuse change have been
considerably buffered by an increase in net ocean and land fluxes such that 155 £ 30 Gt C and 150 4 90 Gt C have
been stored in the ocean and land sinks. The figure is adapted from Ciais et al. (2013).

1.2.1 Atmosphere

Though the smallest carbon reservoir with a preindustrial inventory of ~590 Gt C, the atmosphere
is of special importance for two reasons: firstly, the atmosphere connects both the land and
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surface ocean carbon reservoirs almost instantaneously with a turnover timescale of only a few
years. Secondly, the atmospheric carbon, mostly in the form of CO2 and to a minor portion CHy,
directly influences Earth’s climate due its ability to absorb longwave radiation. The influence
of greenhouse gases on climate is further discussed in Sec. 1.3. Atmospheric carbon is often
reported as a concentration, the burden can then be calculated using the conversion factor of
2.12Gt Cppm~* (Prather et al., 2012) assuming that the atmosphere is well mixed.

1.2.2 Ocean

Most of the carbon in the ocean is found to be in the form of dissolved inorganic carbon (DIC,
~38’000 Gt C), only ~700 Gt C is stored as dissolved organic carbon (DOC) (Hansell et al.,
2009). The marine biota pool, consisting of e.g. phytoplankton, is comparatively small (~3 Gt C).
Due to the large carbon inventory and a turnover timescale of ~600 yr, the ocean is the most
important driver for carbon fluxes on timescales of centuries to millennia, also because of its
ability to absorb/emit a large amount of COg from/to the atmosphere. The ocean’s capability to
store a large amount of carbon is primarily a consequence of the inorganic carbonate chemistry,
which is discussed in the following in more detail.

Inorganic carbonate chemistry in seawater

In equilibrium, concentration of dissolved COs, which is chemically not separable from the sum
of aqueous carbon dioxide (CO2z(aq)) and carbonic acid (H2CO3), is given by Henry’s law:

[COQ((M]) + HgCOg] = [COQ] = Ko - pCOa, (1.1)

where K is the temperature- and salinity-dependent solubility constant (Weiss, 1974). Once
dissolved, COq reacts with HoO to form HCOj3 (bicarbonate) and CO3~ (carbonate) ions:

K K
CO; + Hy0 = HCO3 + H* = COZ™ + 2HY, (1.2)

where the pressure, temperature and salinity-dependent stochoimetric equilibrium constants are
defined as:

[HCO;][H] [CO3][HT]
Ki=—-2""~- and Koy=-—>=2-—-— 1.3
! [COs >~ [HCO;] (1.3)
DIC (sometimes denoted ¥CO2 or TCOy) is then defined as the sum of these species:
DIC = [COs] + [HCOZ] + [CO27], (1.4)

where in the modern ocean most (86.5%) of the carbon is the form of HCOj3, followed by
CO35™ (13%), and the abundance of COs is only ~0.5%. An important concept in chemical
oceanography is the seawater alkalinity (Alk), which can be understood as a charge balance and
is given by:

Alk = [HCO3 ] + 2[CO3 "] + [B(OH), | — [H"] + minor compounds. (1.5)

Alk can be approximated by the so-called carbonate alkalinity Alk~ CA = [HCO5] + 2[CO3].
COg_ is therefore approximately Alk —DIC, but in reality also depends weakly on local phosphate
(PO3™) and silicic acid (SiOg) concentrations. As the carbonate system is over-determined, it is
not necessary to transport all carbon species as tracers. Normally, at least DIC and Alk are
transported in biogeochemical ocean components (e.g. Najjar et al., 1999; Orr & Najjar, 1999).
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The calculations of the dissociation constants K; need be performed at least for the ocean
surface in order to obtain surface water pCOg2 and therefore air-sea fluxes (Fys) of COg. The net
flux of CO4 across the air-sea interface (subscripts a and s) is then given by 4 :

Fas = kw : ([COQ]a - [COQ]S) = kw : KO : (pCOZ,a - pCOZ,s)) (16)

where the piston-velocity k,, is commonly parametrized as function of wind speed (Wanninkhof,
1992) and sea-ice cover (e.g. Steiner et al., 2013).

But what is the influence of DIC and Alk on surface ocean pCO5 and thus atmospheric pCOs in
equilibrium conditions? This can be well approximated as

Ky (2-DIC — Alk)?

PCO2 ~ e Ak _DIC

(1.7)

This relationship clearly demonstrates that the concentration of DIC alone does not drive
atmospheric pCQOq, it is rather the combination of Alk and DIC. As a rule of thumb, changes in
pCOq are given by ApCOg o< ADIC — 1.22 - AAlk for a PI surface ocean (i.e. the addition of
DIC and Alk in a 1:1 ratio increases pCOy only marginally).

One of the most important characteristics of the ocean’s inorganic carbon cycle is its ability to
buffer atmospheric CO2 changes, e.g. due to fossil fuel emissions. As Alk is conserved during
ocean CO3 uptake (because COz is not charged), DIC increases and thus COg_ decreases (as
well as pH). However, the change in DIC is not proportional to the change in [COs2 | as ocean
DIC only increases by ~ 10% for a doubling of atmospheric COs. The sensitivity of pCOs to
changes in DIC is expressed by the so-called buffer-factor or Revelle-factor (Revelle, 1957). The

Revelle-factor is defined as d[g& 2] / d[%jllg}q and varies spatially from ~8-15 (Sabine et al., 2004).

What controls the DIC and Alk gradients in the ocean?

Besides ocean mixing, the three key processes influencing the gradients of DIC and Alk in the
water column are summarized in Fig. 1.2. For DIC, all of these processes referred to as carbon
“pumps”, tend to redistribute DIC from the surface ocean to the deep (without these processes,
DIC and Alk would be uniformly distributed within the ocean): the solubility pump, or the
gradient of DIC induced by air-sea gas exchange, leads to higher DIC concentrations in the deep
ocean because areas of deepwater formation tend to be cold and therefore its waters have a
higher-than-average COs solubility.

The surface-dwelling phytoplanktion form particulate organic matter (POM) from CO9 by
photosynthesis. The rate of this primary production depends on the availability of macronutrients
PO, and nitrate (NOj ), micronutrients as iron (Fe), light and water temperature. As these
organisms settle to the deep as they die, they significantly alter DIC (and to a minor part Alk®)
during the remineralization® of the organic matter. This process is termed organic matter
pump or soft-tissue pump. Most of the organic matter is remineralized within the uppermost
300 m, such that only a tiny fraction is eventually deposited on the ocean sediments (Martin
et al., 1987; Sarmiento & Gruber, 2006; Buesseler et al., 2007).

The last pump, referred to as the carbonate pump, denotes the water-column component of
the calcium carbonate (CaCOs3) cycle. The production (and subsequent dissolution) of calcite

4 Actually the fugacity of CO2 (fCO2) is the quantity to consider here, but as CO2 behaves almost like an ideal
gas, the deviation of pCOs from fCO; is negligible.

5For each mol of carbon bound in organic matter Alk is increased by ~16/117 mol

SRemineralization denotes the reverse process of photosynthesis, i.e. the liberation of carbon, alkalinity and
nutrients from POM under the consumption of oxygen.
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Figure 1.2: Biologically and physically driven changes in the ocean’s Alk and DIC concentrations (horizontal
and vertical axes) and the resulting changes in pCO2 (contours) for typical ocean temperature and salinity
values. The organic matter pump, i.e. surface ocean photosynthesis and remineralization in the deep, induces
changes primarily in affecting the vertical distribution of DIC. On the other hand, the carbonate pump (CaCOs3
precipitation at the surface and redissolution in the deep) largely controls the Alk distribution in the water
columnn as calcium carbonate as a Alk to DIC ratio of 2:1. Note that organic matter export reduces pCO2, while
CaCOgs export increases pCOq at the surface. Gas exchange does not affect Alk as COs is not electrically charged.
The net effect of these processes is a decreased Alk:DIC ratio in the deep ocean with an elevated pCO2 compared
to typical surface waters. The figure is adapted from Sarmiento & Gruber (2006).

shells by calcifying organism such as coccolithophores, i.e. the reactions (see e.g. Sarmiento &
Gruber, 2006; Gattuso & Hansson, 2011):

Ca’™ 4+ COZ™ = CaCO3 and Ca’" +2HCO3 = CaCO3 + COy + HyO (1.8)

actually liberate CO9 (surface ocean pCOs is increased) during CaCOj3 formation, as the
removal of CO2™ leads to the dissociation of HCO5 (DIC and Alk are consumed in a 2:1 ratio).
Therefore it is also known as the carbonate “counter-pump”.

Of special importance here is CO?, because it defines the degree of seawater saturation w.r.t. to
CaCO3: A[CO37] = [CO27] — [CO2 Jsat, i.e. the deviation from the local concentration to the
saturation concentration determines whether, and at what rate, CaCQg is preserved or dissolved.
The degree of CaCOj3 saturation w.r.t. calcite is often reported as a dimensionless parameter Q .

Due to the strong pressure-dependence of [COg_ Jsat, the upper ocean is oversaturated and the
deep ocean (<3000 m) undersaturated w.r.t. calcite. Due to this depth-dependence of €2, calcite
is slowly dissolved while sinking to the deep ocean, eventually reaching the seafloor. There the
calcite shells are deposited on the sediment layer and preserved if the local water is oversaturated.

7 _ _ [CO3T][Ca%t]

= CoTm [T such that for 2 > 1, CaCOs; is preserved while for 2 < 1, CaCOs is dissolved.
3 Isat[La sat
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1.2.3 Sediments

Although the flux of particulate matter (e.g. CaCO3, POM and opal®) to the ocean floor is
small with an corresponding net carbon flux of only ~0.2 Gt Cyr~!, the ocean sediment is an
important carbon reservoir, especially on timescales longer than 1000 yr.

The actual amount of carbon stored in the sediments is difficult to constrain, mainly because its
definition can range from the upper few centimeters to the entire lithosphere. The “diagenetically
active zone” of the seafloor sediments, i.e. the portion of the sediments that is still subject to
bioturbation and exchange with the ocean (uppermost ~10cm) contains ~1750 Gt C (Ciais et al.,
2013).

The CaCOj stored in this surface sediment reservoir is of special interest as it stabilizes seawater
Cng. This process know as “carbonate compensation” and works as follows given rising DIC
concentrations, e.g. due to a transient increase in atmospheric COs: as Alk is not affected by
air-sea fluxes of COq, whole-ocean CO? decreases as a result of this process, leading to a
decrease in the calcite saturation state. The lysocline, i.e. depth where 2 = 1, shoals such that
CaCOs in the now undersaturated zone dissolve, adding Alk and DIC in a 2:1 ratio to the
surrounding water. This flux increases CO?,)_, thereby restoring the depth of the lysocline. The
net effect of this process is to increase to ocean’s Alk/DIC-ratio and therefore lower atmospheric
pCOQ.

In the long run, deposition fluxes of POM and CaCOg3 exceed redissolution/remineralization
fluxes, leading to a net burial (i.e. loss) of carbon from the atmosphere-ocean-sediment system.
This carbon enters the geologic reservoir (i.e. the lithosphere) and eventually re-enters the
ocean-atmosphere system by volcanic outgassing or the weathering of silicate and carbonate
rocks. This weathering-burial cycle is of special importance on timescales of several millennia to
millions of years, as it stabilizes the carbon cycle (and therefore atmospheric pCO3) on these
geological timescales (e.g. Berner, 2003).

Fossil fuels as coal and oil are also considered as a part of this geologic reservoir. It is clear that
the rate of COq liberation by the excessive combustion of these fuels largely exceeds natural
volcanic and weathering fluxes (8.6 Gt Cyr~! vs 0.2Gt Cyr~! in 2012), considerably disturbing
the natural carbon balance between these reservoirs; this is discussed in Sec. 1.4.

1.2.4 Terrestrial biosphere

The storage of carbon in biomass on land is more difficult to quantify due to the significantly
inhomogeneous carbon density distribution, further complicating the estimation of global
inventories. Ciais et al. (2013) estimates that 450-650 Gt C is stored in living biomass, i.e.
organic carbon built from atmospheric COy through carbon fixation (photosynthesis). This
flux is referred to as gross primary production (GPP) and is approximately 120 Gt Cyr~!.
About half of this carbon is used by the plants for maintenance and growth, the so-called
autotrophic respiration. The remaining flux is called net primary production (NPP) and is of
great importance, but its quantification is difficult. The effect of changing ambient CO4 levels on
NPP, know as “CO- fertilization” of photosynthesis, is not yet well understood. Free-air COq
enrichment (FACE) experiments yield differing results depending on the studied ecosystem
(Leuzinger & Héttenschwiler, 2013, and references therein). Although a ~logarithmic increase in
NPP is used in dynamic global vegetation models (DGVMs) (Sitch et al., 2008), the long-term
effect on (global) carbon pools is not clear, especially when taking into account limiting nutrients,
e.g. N-dynamics (Sokolov et al., 2008; Thornton et al., 2009). The net flux of carbon between
the terrestrial biosphere and the atmosphere is denoted as net ecosystem production (NEP).

8Opal is a hydrated amorphous form of silica: SiOs - nH2O.
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Despite the ~constant terrestrial carbon storage during the preindustrial epoch, NEP shows a
considerable inter-annual variability of ~3 Gt Cyr~1.

In addition to the relatively fast exchanging pool of living biomass, 1500-2400 Gt C is stored
in (dead) litter and soils (Ciais et al., 2013). This carbon may be decomposed by bacterial
activity (heterotrophic respiration) and the associated carbon returned to the atmosphere. Even
more isolated are ~2500 Gt of “old” carbon assumed to be stored in permafrost regions and
peatlands (Tarnocai et al., 2009; Yu et al., 2010; Spahni et al., 2013), i.e. regions where organic
matter accumulates due to low respiration rates. It is currently a field of active research how e.g.
northern hemisphere (NH) peatlands behave in response to waxing and waning of continental ice
sheets and thus contribute to observed COg changes (Sec. 1.4). Although limited in the amount,
the carbon stored on land has the potential to influence atmospheric CO5 on different timescales,
corresponding to the temporal variability of the interactions of the various carbon reservoirs.

1.2.5 Isotopes in the carbon cycle

Although much less abundant than '2C, the carbon isotopes '3C and *C play a major role in
the current process of understanding global carbon cycle dynamics. Both isotopes take part in
the global carbon cycle, and most of the processes explained above apply also for carbon isotopes,
though their cycling differs in an important aspects these processes involve fractionation.

Stable carbon isotope

Approximately 1% of the global carbon is the form of the stable isotope 3C. It is transported
along the same pathways as 12C but is fractionated mainly during photosynthesis (Hubick &
Farquhar, 1989) and air-sea gas exchange (Mook, 1986). During photosynthesis, plants prefer
“light” carbon, i.e. carbon having a low 3R =13C/!2C. Expressed in terms of the isotopic
signature, i.e.:

13 R
13Rstd

with 13 Ryq =1.12372-10~2 being a standard ratio, the terrestrial biomass is depleted in '3C with
813C ~ —25%0 compared to the preindustrial atmosphere, which had a §'3C of approximately
—6.4%o.

Oceanic §'C of DIC is primarily controlled by temperature-dependent kinetic fractionation
during air-sea gas exchange, in which carbon enriched in 13C is preferentally dissolved, such that
the average ocean 8'3C is close to 0%o for the preindustrial atmosphere (Schmittner et al., 2013).
Within the water column, the fixation of COg in POM during photosynthesis favors light carbon,
inducing a surface-to-deep gradient of ~2-3%0 as light organic matter remineralizes in the deep.
For oceanographers, 5'3C of DIC as recorded in sediment cores is therefore a valuable proxy for
ocean stratification, and ocean circulation. On multi-millennia timescales, atmospheric §'3C
of CO4 is stabilized through the weathering-burial cycle of '3C, with the lithospheric carbon
having a §13C of ~ —5%¢ (Deines, 2002).

In summary, 5'3C of atmospheric CO5 can be used as a proxy both for the amount of biomass
stored on land as well as for ocean circulation (and temperature) changes.

§13C = 1000 - ( - 1), (1.9)

Radiocarbon

The radioactive carbon isotope *C (radiocarbon) behaves much like "3C except for some major
differences: i) it is produced in the upper atmosphere by the secondary neutron flux resulting
from the spallation reaction N + n — C + p, triggered by incoming galactic cosmic rays
(GCRs). HC is produced at a rate (Q) of ~1.5-2.5atomscm~2s~! (Damon & Sternberg, 1989;
Masarik & Beer, 1999; Usoskin & Kromer, 2005; Masarik & Beer, 2009; Kovaltsov et al., 2012). ii)
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14C decays with a half-life of t; /2 = 5730+£40yr (Godwin, 1962), or alternatively expressed by
the mean lifetime 7 = ¢ - In(2) ™" = A~ =8267 £ 58 yr (X being the decay constant). iii) As a
consequence of its mass, the fractionation is twice as large as that of compounds containing '3C?.

As the rate of radiocarbon production is small compared to the rate of its radioactive decay, the
preindustrial atmosphere contains only a tiny fraction of C, namely approximately ' Rgq
=[1C/12C |sq = 1.176-10~'2. Analogous to '3C, radiocarbon concentrations are reported in
terms of a per-mil deviation from this standard ratio (Stuiver & Polach, 1977):

14R

§1C =1000 - (——n
(14Rstd

—1). (1.10)
Alternatively, * R may be expressed by the activity of a given sample. The half-life of radiocarbon
makes it ideally suitable as an age tracer, and this is how it is mainly used in paleoclimatology:
as 14C enters the global carbon cycle after production (in the atmosphere), it is incorporated
into living biomass on land (e.g. trees) as well as into CaCOj3-shells of marine biota, eventually
deposited in deep-sea sediments. Given the possibility to reconstruct the *C concentration of
the environment where these organisms grew, their C activity is directly linked to the time
when they last exchanged carbon with their environment (i.e. their death).

A common way to express "*C abundances is in terms of §'4C corrected for fractionation, for
which §'3C of the sample must be known, is as follows:

dt4C
1000

AMC =110 -2 (6"3C 4+ 25%0) - (1 + ). (1.11)
The 25%0 in numerator of the correction term is motivated by the reconstruction of 4C from
dead biomass (trees) having a §'3C ~-25%010. Alternatively, measured radiocarbon data is
reported in terms of radiocarbon-ages (see e.g. Stuiver & Polach, 1977), i.e. the age of the sample
assuming that the atmosphere was always fixed at 0%o. In other words: if the radiocarbon age is
lower than the calendar age (which has to be determined by an independent method) in a given
sample, then the past atmospheric A'4C signature was higher than 0%o. Given the calendar age
and the radiocarbon age, past AC is given by:

radiocarbon-age calendar-age

AMC = —s033yr .o s267yr | (1.12)

In addition to its application as a proxy for “age”, the production rate of 14C (as well as of
others cosmogenic radionuclides) can also be used as a proxy for GCR influx, which in turn is
modulated by solar activity. The rational behind this is briefly outlined in the following and
sketched in Fig. 1.3a and detailed in a recent review by Usoskin (2013) : @ is modulated both by
changes in the geomagnetic as well as magnetic fields enclosed in the regions enclosed by solar
wind hitting Earth’s magnetosphere. Both components of the magnetic field shield Earth’s
atmosphere from incident high-energy GCR, the prerequisite of spallation-reactions with N
to produce *C. The solar activity may therefore be defined as so-called a solar modulation
parameter ® (e.g. Castagnoli & Lal, 1980), such that changes in Q (and thus atmospheric A'*C)
are inversely related to solar activity: the higher the solar activity, the lower the value of Q).
Particle simulations are needed in order to derive a quantitative relationship between @, ® and
the strength of the geomagnetic field as expressed by its virtual axis dipole moment (VADM)
(Masarik & Beer, 1999, 2009; Kovaltsov et al., 2012). The result of such a simulation is shown in
Fig. 1.3b.

9This theoretical consideration is based on the fact that the mass difference to 2C is twice as large for **C as for
13C. Southon (2011) recently questioned this simple assumption.
0As a consequence: 5'4C ~ AM™C for organic carbon.
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Figure 1.3: (a) The production and cycling of cosmogenic radionuclides **C (left) and '°Be (right). The
production of these isotopes is controlled both by the solar and geomagnetic modulation of the cosmic ray influx.
While °Be is removed from the atmosphere within a few years, *C enters the global carbon cycle as *COs.
Solar activity influences both the production of '*C as well its distribution in the carbon cycle as mediated by
climate-carbon feedbacks. This figure is taken from Usoskin (2013). (b) The rate of **C production (Q) from
Masarik & Beer (1999) is shown as a function of the solar modulation potential (®) and the geomagnetic field,
expressed as the virtual axis dipole moment (VADM). Both @ and VADM are normalized to a reference value.

The qualitative link between variations in @ and variations in atmospheric AC is trivial.
Nevertheless, because the observed A4C is the result of the entire past history of @, they can
only be related to each other in a quantitative way using a carbon cycle model (e.g. Muscheler
et al., 2004; Usoskin & Kromer, 2005). In addition to a reconstruction of A#C, the time
evolution of past geomagnetic-field changes must also be known in order to isolate the solar
signal.

A state-of-the-art reconstruction of decadal variations in ) over the past 10kyr is presented in
this thesis (see Chap. 4 and Roth & Joos (2013)). On the basis of this new production record,
published methods and the newest available VADM history were used to infer past variations in
® and total solar irradiance (TSI).

1.3 Carbon-cycle dynamics and interferences with the climate
system

Reconstructions of past state variables of the carbon cycle, e.g. GHG concentrations, indicate
a tight coupling between the global carbon cycle and the Earth’s climate system. The high
correlation between biogeochemical variables in the atmosphere (CO2, CHy, N2O, ...) with
physical quantities (temperature, ice volume) alone does not allow for the separation of cause
and effect of the processes, as lead-lag questions are hard to answer given the timescales of some
fast feedbacks and uncertainties in the age-models of proxy-data reconstruction.

To determine the ways in which the carbon cycle and the climate system interact, it is first
necessary to understand the underlying processes. Only with the collaboration of modelers
and people working on paleo-proxy measurements it is possible to disentangle the different
interactions and feedbacks in the carbon cycle-climate system.

A key problem when using paleo data is the fact the they represent the state of the entire
(coupled) carbon cycle-climate system, making it difficult to separate forcing and response.
Therefore, coupled carbon cycle-climate models (e.g. the CMPI5 and C*MIP ensembles'!) play a

1 CMIP5 — Coupled Model Intercomparison Project Phase 5; C*MIP— Coupled Carbon Cycle Climate Model
Intercomparison Project
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special role in answering these questions, as they allow to couple/uncouple different model
components which is a prerequisite to disentangle the cause-reaction chain and feedback loops in
this complex system. The interferences between the carbon-cycle can be separated in three
groups of interactions, briefly presented in the following:

Carbon-climate interactions: the effect of the carbon cycle on climate is probably the best
understood process, although considerable uncertainties remain. This interaction is dominated by
the radiative effect of airborne GHGs, including COs, and to a lesser extent CHy. As the upward
outgoing thermal (longwave) radiation is partially absorbed by these gases, they perturb Earth’s
energy balance. This radiative perturbation is expressed by the so-called radiative forcing (RF)
and reported in units of Wm~2. The RF effect of CO5 can be approximated by (Myhre et al.,
1998):

RF(COs) = 5.35Wm > - In ( CO: > , (1.13)
CO2

where COg is a (preindustrial) reference concentration. The radiative forcing of CHy can
be expressed by a similar expression (Ramaswamy et al., 2001). This radiative perturbation
leads to an increase of the global mean surface atmospheric temperature (A7) and triggers
a series of physical feedbacks!2. The top-of-atmosphere (TOA) radiation is balanced again
(i.e. TOA=0Wm™? in the global average) once the feedbacks compensate the RF. The new
equilibrium is given for AT > 0K and is normally expressed by the equilibrium climate sensitivity
(ECS), i.e. the equilibrium temperature increase for a doubling of atmospheric COq, and is
estimated to be 1.5-4.5 K (Myhre et al., 2013), not including slow feedbacks such as the response
of continental ice sheets.

The impact of various GHGs on climate is difficult to quantify, not only because of their different
“strengths” (expressed by the radiative efficiency) but also because of their differing lifetimes.
Several metrics exist to compare different GHGs quantitatively (e.g. Azar & Johansson, 2012);
the most widely used are the global warming potential (GWP) and the global temperature
potential (GTP). The GWP quantifies the integrated radiative forcing induced by a unit emission
of a substance, while the GTP quantifies its induced temperature change. Both these metrics
are expressed relative to COg, which serves as a reference substance (Joos et al., 2013). To
overcome challenges created by the interaction of different lifetimes, a time horizon must be
chosen on which different forcing agents are to be compared. The choice of the time horizon has
a dominating influence on weighting of different GHGs with respect to CO2 (Joos et al., 2013).

The radiative effect of GHGs is not the only way the carbon cycle influences climate. Changes in
the terrestrial biosphere can for example alter the surface albedo and therefore directly influence
climate. The importance of the land vegetation in the global hydrological cycle has also the
potential to influence climate either by influencing evapotranspiration and/or changing the
atmospheric dust load.

We have seen that the carbon cycle has the potential to influence climate. What is it then that
drives changes in the carbon cycle itself? These effects can be separated in two fundamentally
different classes:

Carbon-carbon interactions are the processes triggered in the carbon cycle when a certain
variable, e.g. atmospheric COa», is altered and can be expressed in terms of flux-based carbon-
concentration feedback parameters 5o and fy, for the ocean and land, respectively (Friedlingstein
et al., 2006; Arora et al., 2013). [ is expressed as a change in the integrated exchange flux of
carbon for an unit change in CO4 (i.e. reported as Gt C ppm~1). 3 is positive for both ocean
and land, meaning that a certain portion of a sudden increase in atmospheric COs is absorbed
by the ocean and land carbon reservoirs (Archer et al., 2009; Joos et al., 2013). The physical

126 g. the Planck, albedo, lapse-rate and could feedbacks (see e.g. Andrews et al., 2012).
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absorption of carbon by the ocean is relatively well know as it is a consequence of carbonate
chemistry, but uncertainties in certain aspects remain, e.g. in the response of the biological pump.
Land carbon also increases in these models under increased COs levels due to the fertilization
effect of COg during photosynthesis; but the overall response of the terrestrial biosphere is quite
different between models in future CO2 emission scenarios, depending on whether or not they
represent the cycling of limiting nutrients. In the most recent analysis of the CMIP5 ensemble,
Bo is estimated to be 0.8 Gt C ppm ™! and f;, =0.92 Gt Cppm ' with a considerable spread,
especially in the land response (Arora et al., 2013).

Often not captured by comprehensive ESMs is the slow sediment feedback to atmospheric
COy changes (denoted as (g in Fig. 1.4), i.e. the neutralization of excess carbon taken up by
the ocean due to seafloor CaCOs3 dissolution. The sediment feedback on CO, is negative, as
dissolving CaCOs3 increases the seawater Alk:DIC ratio thus enabling the ocean to absorb more
CO,. Archer et al. (2009) show that for a 5000 GtC pulse, sediment interactions neutralize
~800 Gt C after 10kyr. In the S-notation, the sediment feedback has the same sign as o even
though the sediment carbon stock decreases, but the dissolution of CaCQOj3 leads to an increase
in the integrated air-sea flux of carbon.

Carbon-carbon feedbacks generally involve many different timescales as illustrated in the example
of a pulse release of carbon into the atmosphere and listed in Tab. 1.1 and detailed in e.g. Archer
(2005); Archer & Brovkin (2008); Archer et al. (2009): as the carbon pulse increases atmospheric
COa2, photosynthesis on land reacts within years to centuries, taking up a fraction of the excess
CO2 by elevated NPP; the same is true for CO4 buffering of the surface ocean and subsequent
sequestration in the deep ocean. As ocean [CO? ] decreases, CaCOj3 stored in ocean sediments
dissolves and partially restores the ocean’s buffer-capacity (“CaCO3 neutralization”). This
process takes approximately 10% — 10% yr. On longer timescales, higher CO, levels increase
the rate at which silicate rocks weather, a process which ultimately restores the state of the
atmosphere-ocean system on timescales of > 104 yr.

The time-evolution of the airborne fraction of COs is referred to as the COy impulse response
function (IRFco,) and not only includes carbon-carbon feedbacks, but also takes into account
that increases in COs levels lead to a rise in global temperatures, which in turn have an effect
on the carbon cycle. In Chapter 5, a multi-model approach to deduce IRFco, is presented both
for preindustrial and present-day background conditions. The relevant interactions between the
climate and the carbon cycle are discussed next.

Climate-carbon interactions are climate-driven changes in the carbon cycle. The sensitivity
of the carbon inventory in the ocean and on land can again be expressed as sensitivity parameters
vo and ~g,, respectively. 7y is then the carbon inventory change per degree Kelvin of global
temperature increase (Gt CK~1). In contrast to 3, v has been found to be negative both for the
ocean and land reservoirs, that is, carbon is lost under rising atmospheric temperatures. Again,
the uncertainty in the land response dominates the overall response of the carbon cycle. In the
ocean, the loss of carbon is relatively predictable as the temperature-dependency of the COq
solubility is well understood, at least for present-day and near-future conditions. On land, the

Reservoir Process Timescale (yr) Chemical reactions

Land Photosynthesis 1-102 6CO5+6H5O+photons—CgH1206+60¢
— respiration CsH12046+606—6C0O5+6H2,0+heat

Ocean Seawater buffer 10-103 COQ+CO§_+H20:2HCO§

Sediments CaCOg neutralization 103-10% COQ+CaCOg+HgO—>Ca2++2HCO§

Lithosphere Silicate weathering 10%-109 CO9+CaSiO3+H;0—CaCO3+Si0y

Table 1.1: Processes removing COz from the atmosphere operate on different timescales. The table is based on
Archer et al. (2009) and Ciais et al. (2013).
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responses are much more regionally distinct and partially offsetting, such that the confidence on
the land response is relatively low. Arora et al. (2013) estimates 7o and 7y, from CMIP5 ESMs
of -7.9Gt CK™! and -58.4 Gt CK ™! respectively, with an especially large spread for the land
response.

The climate-carbon feedback can also be determined from data, e.g. by comparing past
temperatures to CO9 variations. Frank et al. (2010) estimate that atmospheric CO2 increases
7.7ppm for every 1°C of warming (i.e. 7p, + o ~ —16 Gt CK™1) for the last the 1000 years.
More recently, Bauska et al. (2013) used high resolution measurements §'3C of COs in order
to reconstruct changes in the land carbon stock. Using simple regression with temperature
reconstructions, they estimated ~y, &~ —65 Gt CK ™!, compatible with the CMIP5-based estimate.

One caveat of these feedback quantifications is that they apply to preindustrial/present-day or
near-future global warming scenarios and may differ for a different background state of the
carbon cycle-climate system, e.g. during ice ages. In addition, timescales in paleoclimate research
are often longer, such that feedback factors as deduced from global warming scenarios cannot be
applied to these processes. Also, strong/abrupt changes in for example the ocean circulation,
ice sheets, wind speed and sea-ice cover not captured by these models ensembles may lead to
different sensitivities, as different processes are involved.

Gregory et al. (2009) proposed an alternative framework to express feedback factors, namely
the expression of the abovementioned processes as an additional radiative feedback ()\;). This
feedback by a certain process ¢ is can then be reported as radiative forcing per degree of global
warming (i.e. in units of Wm~=2K~!). This has the advantage that these feedback factors can be
more easily compared to physical feedbacks as well as to feedbacks of CHy or NoO, for example.
This methodology is used in Chap. 6 in order to quantify (and compare) the land feedback of
multiple greenhouse gases (e.g. Acm,, AN,0,...) under global warming scenarios. See Sec. 6.2 for
a more in-detail description of how these feedback factors can be calculated.

1.4 Manifestation of carbon-climate interactions in the past,
present and future

For several decades, direct instrumental measurements of ambient air have allowed scientists
to track changes in atmospheric composition, for example the rise in atmospheric CO2 and
coincident decline in §'3C as a result of the combustion of (organic) fossil fuels (“Suess effect”).
The measurement of seawater by ships allows the mapping of the distribution of temperature,
salt, alkalinity, carbon and other trace elements in the modern ocean with a high spatial coverage
(e.g. Key et al., 2004). More recently, satellites have revolutionized modern climatology by
enabling us to map properties of the Earth’s surface such as temperature, albedo, clouds, glaciers
and sea ice cover with an unprecedented precision.

But perhaps one of the most important aspects of modern climatology is the possibility to
draw on a large archive of paleo-climatic variables and link these to present-day instrumental
measurements. Timeseries of past atmospheric trace gases and their isotopic ratios as conserved
in polar ice cores and firn both allow the reconstruction of GHG forcing as well as the climate
system’s response. Although GHGs can be directly measured from the air trapped in the ice,
climate variables such as temperature are more difficult to reconstruct, as they have to be
determined by the use of so-called climate proxies, i.e conserved physical characteristics. For
example, 8D of HoO (i.e. the ice) is a proxy for atmospheric temperature. Similarly, most
climate proxies are based on isotopic signatures of compounds, as their fractionation factors are
temperature-dependent. Compared to the direct measurement of trace gases, the relation of such
proxies to climatological quantities such as temperature is more complex and uncertain in terms
of absolute values.
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Figure 1.4: Conceptual illustration of metrics for quantifying the interaction within the carbon cycle between
the carbon cycle and the climate system. The sensitivity of the land and ocean carbon stocks to atmospheric CO2
can be expressed by carbon-concentration feedback parameters f; , which are generally positive for modern
carbon-cycle conditions: as atmospheric CO2 increases, a considerable fraction of this carbon is taken up by
the ocean and land sinks. The feedback of ocean sediments to CO2 (dashed line), that is, the neutralization
of CO2 by CaCOs is often not included in comprehensive ESMs, as it is only important for timescales longer
than ~1000yr. This feedback is denoted as s and is already included in Bo, as a CO2 perturbation is first
mitigated through the ocean before this feedback is triggered. On the other hand, climate-induced changes in these
reservoirs, expressed by i, tend to trigger the loss of carbon, especially on land. Note that Ao = —(Bo + Sr.) and
va = —(vo + 1) follows from the conservation of carbon. The net of effect of carbon-cycle feedbacks on climate
(Ai) can be expressed in the framework of Gregory et al. (2009), where climate-induced changes in the ocean and
land carbon cycle are translated into atmospheric concentration changes and subsequently reported as a radiative
forcing. In general, these feedbacks operate on different timescales.

Regarding the reconstruction of the past state of the ocean’s physical and chemical properties
from sediment cores, a series of proxies has been developed, these includes: i) proxies for ocean
circulation (A*C, Nd, 231Pa/239Th, §'3C), water temperature (alkenone, Mg/Ca) and sea level
(6'80) and ii) carbon-related proxies for past chemical composition of seawater (e.g. CO3~
from B/Ca, depth of the lysocline from %CaCO3) and proxies for the biological pump such as
paleo-productivity (6'3C, species abundances).

In the ocean, the coupling of circulation and carbon-cycle changes is considerable, such that it
can be difficult to attribute changes in e.g. [CO? | to ocean-atmosphere repartitioning of COq
alone. In addition, signals recorded by individual sediment cores can be strongly site-dependent,
that is, they reflect only a very local signal. Therefore, robust conclusions can only be drawn from
multi-site, multi-proxy reconstructions as applied e.g. by the MARGO Project Members (2009).

As important as the reconstruction of past changes in the Earth system is the knowledge of past
forcings in order to obtain a process-based cause-reaction understanding of the climate system.
The interplay between forcings and responses is difficult to disentangle from past archives due to
the strong correlation of many climatic variables. In addition, many responses in the climate
system are themselves forcings, depending on the point of view. For example: a climate modeler
may say that knowing the evolution of past 800 kyr of GHG variations is a good constraint
on the radiative forcing of the climate system, while a carbon-cycle modeler sees these GHG
variations as a response of the carbon cycle to an even more fundamental, external forcing.

Ultimately, the external driver for the Earth’s climate is insolation, i.e. the slowly varying spatial
distribution of radiation (obliquity, precession) and the total amount of radiation given by
orbital eccentricity. In addition to this so-called orbital forcing, the energetic output of the Sun,
i.e. TSI, also varies on shorter timescales (e.g. Steinhilber et al., 2012; Roth & Joos, 2013) and
influences climate, although the amplitude of TSI variations (Schmidt et al., 2012) and its
influence on climate are still uncertain (Gray et al., 2010). The ultimate goal Earth-system
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modeling would therefore be to reproduce past observed changes only by applying these external
forcings, everything else being the response internal to the Earth system.

Some of the most prominent past changes in the carbon cycle-climate system are discussed
next. The Quaternary glacial cycles denote the cyclic change between cold (glacials) and
warm states (interglacials) of the climate system with a period of ~120kyr. Already soon
after their discovery, it was proposed that the orbital forcing must be the cause of these
variations (Milankovic theory). Conceptual models of glacial-interglacial (G-IG) changes have
been successfully applied, but it is still not possible to model these cycles with process-based
models such as ESMs.

The continental ice-sheet dynamics have been identified as the key element (Abe-Ouchi et al.,
2013) in generating these sawtooth-like patterns in temperature and greenhouse gases (see Fig.
1.5). The basic mechanism is that ice sheets grow until they reach a critical size, making them
labile w.r.t. external perturbations. Their collapse (glacial terminations), presumably triggered
by high-latitude summer-insolation maxima, initiate a complex chain of reactions (Clark et al.,
2012). The main feedbacks involved in these cycles are the ocean circulation response to abrupt
freshwater relocation and albedo-feedback both from ice sheets, sea-ice and snow as well as the
RF of well mixed GHGs.

There have, however, also been abrupt climate events during relatively stable glacial periods.
Dansgaard-Oescher (DO) events are characterized by abrupt NH warmings of ~10°C and
are assumed to be linked to instabilities in the global thermohaline circulation. On the other
hand, Heinrich events have been identified as changes in the North Atlantic freshwater balance,
probably induced by the stimulated export of icebergs as indicated by the observed peak in
ice-rafted debris (IRD) in sediment cores.

Also the GHGs and their responses to climate forcings contribute considerably to the total
radiative forcing in G-IG cycles, but the biogeochemical processes leading to their variations are
still poorly quantified (Sigman & Boyle, 2000; Archer et al., 2000). Several hypothesis have been
discussed to explain the ~100 ppm drawdown during the LGM in atmospheric CO2 (Liithi et al.,
2008); these include: changes in the ocean’s biological pump, e.g. by changes in its strength as
modulated by the availability of nutrients, changes in the rain ratio or remineralization rates,
ocean temperature, circulation and stratification changes. A rather novel hypothesis on the
cause/amplification of G-IG changes in COj is the increased outgassing of volcanic COq as a
result of continental ice-sheet retreat (Huybers & Langmuir, 2009). The implication of hypothesis
has been “tested” by Roth & Joos (2012) and is presented in Chap. 3.

The carbon storage on land can probably not explain the observed changes, as model results (Joos
et al., 2004; Spahni et al., 2013) even indicate a lower glacial carbon storage of ~500-800 Gt C,
mainly due to the negative COs fertilization feedback and deglacial built-up of peatlands. The
observed COs history is assumed to be a combination of the aforementioned mechanisms,
although it remains challenging to explain the full amplitude and timing of COq variations with
EMICs (Brovkin et al., 2012; Menviel et al., 2012). The physical mechanisms that transferred
carbon from the ocean to the atmosphere as recorded by deep-ocean [Cog_ ] (Yu et al., 2013)
and ice-core records during the deglaciations is still a matter of debate, but there is a scientific
consensus that the Southern Ocean has played a key role in this process, as a large portion of

deepwater is formed there, and all ocean basins are connected through the Antarctic circumpolar
current (ACC).

The greenhouse gases CH4 and N2O covaried with CO2 as shown in Fig. 1.5. While CHy is
assumed to be primarily driven by NH land-temperature changes, NoO may be driven both by
ocean and land biogeochemistry changes.

Although the current interglacial (Holocene), i.e. the last ~11kyr, has been characterized by
relatively stable climatic conditions, COs has risen by approximately 20 ppm, the cause of
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Figure 1.5: Imprint of Quaternary glacial cycles on the well-mixed atmospheric GHGs N2O (red), CH4 (blue)
and CO; (green) as reconstructed from ancient air trapped in polar ice (for individual references for the data, see
Schilt et al., 2010). Obviously, Earth’s climate system and biogeochemical cycles were tightly coupled in the past
as indicated by the high correlation with 6D, a proxy for Antarctic temperature over the last 800 kyr. On these
timescales, the carbon and nitrogen cycles act as positive feedbacks as concentrations and radiative forcing of
these gases have a minimum during cold periods (glacials) and peak during warm periods (interglacials). CO2
varies with an amplitude of ~100 ppm, which can so far not be reconciled with 3 dimensional carbon cycle-climate
models. It is generally assumed that many different physical and biogeochemical processes are involved in order to
transfer carbon from the atmosphere in the ocean (Sigman & Boyle, 2000; Brovkin et al., 2012; Menviel et al.,
2012). The scientific understanding on glacial-interglacial CH4 and N2O variations is even lower. The figure is
adapted from Schilt et al. (2010).

which is still a matter of debate. Late deglacial changes in sea-level and thus an increase in
shallow-water carbonate deposition is supposed to have partially contributed to this COs rise in
combination with land-biosphere carbon dynamics (Kleinen et al., 2010; Menviel & Joos, 2012).
In addition, slow feedbacks such as ocean carbonate compensation still relaxing from previous
carbon-cycle changes induced by the circulation-driven Bglling-Allergd (BA) warm and Younger
Dryas (YD) cold events, may play a role. Because this rise in COg is unique to the current
interglacial, some studies attribute it to early human-induced changes, such as landuse and
land-cover change (LULCC) (Ruddiman, 2007; Ruddiman et al., 2011).

In resolving these questions, reconstructions of past isotopic compositions of atmospheric and
seawater tracers have become a standard tool in the field of reconstructing the carbon cycle in
the past. In particular, records of past atmospheric AC (Reimer et al., 2013) and §'3C (Elsig
et al., 2009; Schmitt et al., 2012) of CO9 provide powerful constraints on past carbon-cycle
changes.

The anthropogenic perturbation and future scenarios

Since the industrial revolution (~1750 AD), humans have superseded external factors in driving
current climate by extracting and emitting carbon from the geologic reservoir, widespread
LULCC and the emission of non-COg forcing agents. Our actions have led to an unprecedented
rate of changes as well as absolute levels of the most important GHGs, including CO2, CH4 and
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N>O since at least 22kyr ago. At the same time, globally averaged land and ocean surface
temperatures have risen by ~0.85°C. It has recently been stated that these human influences
are extremely likely to be the dominant cause of the observed warming since the mid-20th
century (IPCC, 2013). The strongest human-induced radiative forcing is given by atmospheric
COg, followed by other well mixed GHGs as summarized in Fig. 1.6. Some man-made forcing
agents such as aerosols have a negative RF (i.e. they cool the Earth’s surface) but the scientific
understanding of their direct and indirect effects on climate is comparably low.

Radiative forcing of climate between 1750 and 2011
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Figure 1.6: Radiative forcing of different anthropogenic forcing agents, where the positive forcing is dominated by
CO2 and other well mixed greenhouse gases. There are also anthropogenic components with a negative contribution
to the radiation balance (i.e. they cool) such as landuse-induced albedo changes and aerosols (including their
interaction with clouds). Total anthropogenic radiative forcing since preindustrial times is 2.3 (1.1 to 3.3) Wm ™2,
On the other hand, natural variations in the total solar irradiance account only for 0.0 to 0.1 Wm™2. The figure is
taken from Myhre et al. (2013).

In contrast to natural climate variations which are ultimately driven by physical mechanisms
(insolation) and subsequently amplified by physical and climate-carbon cycle feedbacks, the impact
of the anthropogenic perturbation is primarily a question of carbon-climate and carbon-carbon
interactions and feedbacks. It is therefore crucial to (quantitatively) understand how the ocean
and land carbon reservoirs react to the concurrent increase in COg concentration (f3), as the
fraction of CO2 not taken up by these reservoirs remains airborne and leads to carbon-climate
feedbacks, i.e. an increase in RF and temperature. The carbon budget over the industrial
period has been estimated (Le Quéré et al., 2013; Ciais et al., 2013) by measured atmospheric
CO3 concentrations and ocean DIC changes; the remainder, referred to as the “missing sink”,
is assumed to have accumulated in the biomass on land. Since 1750 humans have emitted
545 £+ 85 Gt of carbon, from which 240 410 Gt C have remained in the atmosphere. The ocean
has stored 155+ 30 Gt C and land not affected by LULCC 150 490 Gt C'3.

How will the Earth system react to past and future carbon emissions? Will the land and
ocean sinks continue to absorb fossil COy under sustained carbon emissions? To separate
socio-economic and physical uncertainties, four different future representative concentration

!3The land carbon stocks have remained ~constant considering the emissions of 180 + 90 Gt C from LULCC
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Figure 1.7: (a) Four representative concentration pathways (RCPs) have been selected to be used in the
latest assessment report from the IPCC. These result from different integrated-assessment models and different
assumptions on future energy consumption and political climate mitigation actions (van Vuuren et al., 2011). The
RCPs can either be used as emission scenarios (a, dashed lines) or concentration scenarios (b). Earth system
models are normally run in a concentration-driven setup, and compatible carbon emissions are diagnosed. The
figure is modified from Collins et al. (2013). (c) Global temperature increase as a function of cumulative CO2
emissions shows an approximately linear behavior, independent of the RCP scenario (colored lines and red shading).
Temperature increase, and cumulative emissions are w.r.t. 1870. Note that the RCPs also include non-CO»
forcings. In a COz-only experiment (1% increase per year), the slope in this relationship is slightly reduced (black
line and gray shading). In order to limit global warming to 2 °C since preindustrial times, approximately 1000 Gt C
can be emitted, whereof ~550 Gt C have already been emitted by now. The figure is adapted from IPCC (2013).

pathways (RCPs) have been developed for AR5, representing the future emissions of CO2 and
non-CO2 GHGs and landuse (van Vuuren et al., 2011). The underlying emission scenarios
are an output of different integrated assessment models (IAMs) under different future human
behaviors, ranging from a scenario with strong emission reduction in the near future (RCP2.6)
to a business-as-usual scenario (RCP8.5). These four emission scenarios have been translated
into concentration scenarios by the MAGICC6'* model (see Fig. 1.7b) in order to perform
concentration-driven simulations for models without a representation of the global carbon-cycle.
Earth system models with a carbon-cycle component can either perform concentration-driven
simulations where compatible emissions are diagnosed (see Fig. 1.7a), or they directly apply the
emission scenarios from the IAMs and predict future GHG concentrations.

Global mean temperatures for 2081-2100 are projected to rise between 0.3 and 4.8 °C relative
to 1986-2005 (IPCC, 2013), where the given range covers both scenario and climate-model
uncertainties. Although the four RCPs yield completely different temperature responses by the
end of this century, the relationship between global warming and cumulative COq emissions (Fig.
1.7c) is astonishingly linear (Collins et al., 2013). But how does the global carbon cycle react to
our current and future actions? The basic behavior of the carbon pools to rising temperature and
COg have already been indicated in Sec. 1.3 and shown in Fig. 1.4. Certainly, ocean acidification
will continue as a result of the oceanic uptake of fossil CO5 and subsequent shift in seawater
chemistry to lower [COg_ ] and pH. This is a possible threat to calcifying organisms and
ultimately to the entire marine foodweb. Ocean productivity and export is expected to decrease
in the global integral with increasing temperatures as ocean stratification limits the availability
of nutrients in the euphotic zone (Steinacher et al., 2010). The reduced export of CaCOsz due a
decreased surface ocean supersaturation may act here as a (small) negative feedback to the
COg rise (Gangsto et al., 2011). Ocean stratification is, together with the non-linearity in the
carbonate system, the main reason why future oceanic COy uptake may be weakened.

The vegetation on land is supposed to be strongly affected by global warming, as higher

1A rather simple carbon cycle-climate model described in Meinshausen et al. (2011).
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temperatures allow the treeline to shift polewards. At the same time, turnover rates in the soil
increase, resulting in a reduced carbon storage. In addition, the response of carbon stored in
soil subject to permafrost (e.g. MacDougall et al., 2012) as well as wetland CH4 dynamics are
among the most uncertain but probably also some of the most important future feedbacks.

In summary, both land and ocean responses and future warming scenarios show complex, partial
offsetting responses on a very diverse spatial domain. The scientific understanding of many
biogeochemical processes (yet to be incorporated in ESMs) is still comparably low and need
further improvement. This is of special importance as both ocean and land-based food production
is probably threatened by rising CO2 and warmer climate conditions. But ultimately, the
evolution of future climate and carbon cycle depends primarily on if (and how) we humans
change our current lifestyle regarding the consumption of fossil energy.
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Chapter 2

Methods

2.1 The Bern3D-LPJ carbon cycle-climate model

The tool used during this thesis is the Bern3D-LPJ model. The Bern3D-LPJ model is only the
latest version of the “Bern”-model series (see Tab. 2.1) and was born by the development of
a 3-D ocean component, the GOLDSTEIN! around year 1998. Since then, the Bern3D has
been improved and extended as sketched in Fig. 2.1. In the latest major step, the Bern3D
was extended with an energy-balance model (EBM) and got coupled to the LPJ dynamical
global vegetation model (DGVM) in 2010. At the same time, the seafloor sediment diagenesis
model was added. Therefore, the Bern3D-LPJ is now a fully featured Earth-system model of
intermediate complexity (EMIC).

The main focus of the family of models developed in Bern was at first the modeling of the carbon
cycle, starting from a simple multi-box model. Today, the Bern3D-LPJ includes both a climate
and a carbon cycle component in order to take into account the strong interactions between
climate and the carbon cycle. As typical for an EMIC, this model is based on simplified physics
and the parametrization or neglect of many processes as e.g. a dynamical atmosphere. On the
other hand, these simplified models allow different kind of experiments (such as probabilistic or
very long simulations) due to their computational efficiency. Therefore EMICs are not less
valuable than comprehensive atmosphere-ocean general circulation models but cover a different
scope. Taken together, EMICs and AOGCMs complement each other in answering scientific
questions.

As of 2013, the complete Bern3D-LPJ model code consists of ~120 thousand lines of code
written in Fortran, whereof ~1/3 belong to the LPJ subroutine. The code has been managed by
the subversion (SVN) code management software since 2002 in order to allow multiple modelers
to work on the code simultaneously, and to track changes. This system also allows to reproduce
past simulations if the revision number of the used code is known and if the input files are still
available.

model name IPCC ‘ atm sea ice ocean land

Bern SAR | 0D multi-box (HILDA) 4-box biosphere
BernCC-LPJ  TAR | 0D multi-box (HILDA) DGVM (LPJ)
Bern2.5D-LPJ AR4 | 1D EBM 1D zonally averaged (3 basins) DGVM (LPJ)
Bern3D-LPX AR5 2D EBM 2D 3D (GOLDSTEIN) DGVM (LPX)

Table 2.1: Overview on the main versions of the “Bern”-model as cited in the last five IPCC assessment reports.
This is only a selection as many other combinations of model components have been used in the past.

!GOLDSTEIN: Global Ocean Linear Drag Salt and Temperature Equation Integrator
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Figure 2.1: The development of the Bern3D-LPJ model: starting from 1998, many different components and
features have been added to the model. With the coupling of the LPJ in 2010, the Bern3D-LPJ has become a fully
featured EMIC which includes all major carbon reservoirs.

2.1.1 Model components

Due to the long time of continuous model development and simultaneous application of the
Bern3D-LPJ the documentation of the individual model components is distributed over many
papers, theses and internal documents (available through the SVN repository). In the following
subsections, the different model components are briefly described in a qualitative form. In
order to avoid repeating all the underlying analytical formulations, references are given for the
documented governing equations whenever possible. During this thesis, several different setups of
the model were used, therefore the actual details may slightly differ from chapter to chapter.

Note also that this description comprises only the model components that were used in this
thesis. Other model components, such as the neodymium or the noble gases implementations,
are described elsewhere (Rempfer et al., 2011; Ritz et al., 2011b).

Atmosphere

The atmosphere is represented by a 2-D energy and moisture balance model with the same
horizontal resolution as the ocean (Ritz et al., 2011a). Following Weaver et al. (2001), outgoing
longwave radiative fluxes are parametrized after Thompson & Warren (1982) with additional
radiative forcings due to COq, other greenhouse gases, volcanic aerosols. Note that due this
atmospheric model is not capable to explicitly calculate the vertical radiative transfer, therefore
the effect of COg is parametrized according to Myhre et al. (1998). A feedback parameter is
introduced to produce an equilibrium climate sensitivity of 3°C for a nominal doubling of CO4
under preindustrial conditions. The past extent of Northern Hemisphere ice sheets is prescribed
following the ICE4G and ICE5G models (Peltier, 1994, 2004) as described in Ritz et al. (2011a)
and updated in Ritz et al. (2011b) and Ritz (2013).
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Simplified formulations have recently been added for the atmospheric chemistry of CH4, NoO
and tropospheric Oz (Joos et al., 2001) to convert fluxes from the land and ocean module to
concentrations and subsequently to a radiative forcing to as e.g. used in Stocker et al. (2013).

Ocean

The geostrophic-frictional balance 3-D ocean component is based on Edwards & Marsh (2005)
and as further improved by Miiller et al. (2006). It includes an isopycnal diffusion scheme and
Gent-McWilliams parametrization for eddy-induced transport (Griffies, 1998).

The horizontal resolution is 36 x36 gridboxes with a regular longitudinal grid (10° spacing) and
a constraint that the latitudinal grid spacing must be proportional to the sine of the latitude
(such that all boxes have the same area). Recently, the model has been modified to overcome
these constraints and currently a resolution of 41x40 is used for future projects (see next
section). The “classic” setup in terms of horizontal resolution is henceforth referred as the
36x 36 version, while the new, “variable grid”-setup is referred as the 41x40 version. In all
setups, 32 logarithmically spaced layers in the vertical are used where the surface box is 39 m
thick and the lowest box almost 400 m. Wind stress is prescribed according to the monthly
climatology from NCEP/NCAR? (Kalnay et al., 1996). Thus, changes in ocean circulation in
response to changes in wind stress under varying climate are usually not simulated.

The calculation of the 3-D flowfield as a result of windstress, friction, topography and density
gradients is the principal task of the physical core of the model and is shortly outlined in the
following: First, the barotropic streamfunction Uy (i.e. the vertically averaged transport) is
calculated by considering topographic features, seasonal windstress, Coriolis force and drag
(friction). This calculation becomes non-trivial when multiple islands (i.e. landmasses) are to be
considered. The so-called “Island Rule” (Godfrey, 1989) is applied® to determine the constant
value of Uy at the island boundaries while a value of Wg=0 is assigned to the main-land without
loss of generality. Applying the Island Rule leads then to a solution for ¥g. The baroclinic
velocity ug can be calculated be eliminating the pressure-term in the geostrophic equations
using hydrostatic balance and then integrating over depth. The complete procedure how the
equations are discretizerd and solved is detailed in Ritz (2013). Note that the calculation of ¥y
has to be conducted only once as the windstress (and the drag) terms do normally not change
between years. For the study presented in Chap. 4, this has been changed to allow windstress to
be scaled during transient simulations

The marine biogeochemical module computes the cycling of carbon, alkalinity (Alk), phosphate,
iron, oxygen, silica, and of the carbon isotopes. Carbon is represented as dissolved inorganic
carbon (DIC) and labile dissolved organic carbon (DOC). Prognostic formulations link marine
productivity and dissolved organic matter (DOM) to available nutrients (POy4, Fe, SiO3),
temperature, sea ice and light using Michaelis-Menten limiting terms (Doney et al., 2006) in the
euphotic zone (uppermost 75m) described in Parekh et al. (2008); Tschumi et al. (2011) and
detailed in Parekh (2006); Tschumi (2007). Particulate organic matter (POM) is exported from
the euphotic zone as a constant fraction of new production. The export between CaCO3 and
POM (“rain ratio”) is constant unless silicic acid is abundant; in this case diatom growth is
favored at the expense of calcifer growth?. This is primarily the case in the Southern Ocean
upwelling regions. The downward particle flux (POM, CaCOgs and opal) is instantaneously
remineralized /dissolved in the water column following predefined profiles. The remaining material
reaching the seafloor is then remineralized or, if the sediment model is activated, deposited on
the seafloor sediment diagenesis layer (see below). The export and remineralization of particulate

2NCEP: The National Centers for Environmental Prediction

NCAR: The National Center for Atmospheric Research
3The depth-averaged momentum-equation around the island must be zero.
4The rain ratio is therefore not globally uniform, but its upper limit is fixed.
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matter leads to a vertical gradient in DIC and Alk as carbon is removed from the surface and
transported to the deep as sketched in Fig. 2.2. The basic fluxes in the model are expressed in
terms of POy fluxes, the other elements being linked using empirical observed elemental ratios in
organic matter, the so-called Redfield ratios (Sarmiento & Gruber, 2006).

As the Bern3D is a rigid-lid ocean model, the dilution/concentration effect of evaporation
and precipitation is parameterized as virtual tracer fluxes according to the OCMIP-2 protocol.
Virtual fluxes do not lead to real changes in the global ocean mean tracer concentrations (and
thus inventories) unless the oceanic salt content changes. This is e.g. the case in simulation
on glacial-interglacial (G-IG) timescales when sealevel-changes are taken into account by
removing/adding salt to the ocean. In such cases, global mean tracer concentrations need to
be multiplied with a “virtual” ocean volume according to the mean salt content in order to
calculate inventories.

Carbon isotopes are implemented as tracers DIC-13, DIC-14, DOC-13, DOC-14, POC-13,
POC-14, CaCO3-13 and CaCO3-14 as described in Miiller (2007). 13C is fractionated during
photosynthesis and CaCO3 formation while *C is not subject to fractionation.

Air-sea gas exchange for CO and 'C is implemented according to the OCMIP-2 protocol (Orr
& Najjar, 1999; Najjar et al., 1999). 1*CO; is not fractionated during air-sea gas exchange
while '3C is fractionated as a function of temperature and carbonate chemistry as detailed in
Miiller (2007). In order to calculate 4C inventories, DIC-14 und DOC-14 must be corrected for
fractionation (offline) using 6'3C of DIC and DOC (Miiller, 2007). The global mean air-sea
transfer rate is reduced by 19% compared to OCMIP-2 to match observation-based estimates of
natural and bomb-produced radiocarbon (Miiller et al., 2008) and in agreement with other
studies (Sweeney et al., 2007; Krakauer et al., 2006; Naegler & Levin, 2006). In addition, the
gas-transfer velocity (“piston velocity”) k,, now scales linear (instead of a quadratic dependence)
with wind speed following Krakauer et al. (2006). To ensure the global conservation of the rate
of gas exchange w.r.t. the OCMIP-2 formulation, the following formulation is currently used in
the model:

1
as xKwoomip) Sc\ 2
kw = k;gcale . (1 - Ece) . (0337 . ‘u|NCEP> “U|NCEP . <6Gﬁ . (21)

normalization factor=7.798-10—6

Here, the overlined variables denote spatially and temporally averaged values (i.e. scalars).
xKwoomtp = Xeonv - (u? + ) is the climatology provided® by OCMIP, where X onp=1/(3.6-10%)
is a constant factor to convert the piston velocity from cmhr=! to ms~! and v the variance of
instantanous wind speed. This climatology has been replaced by a climatology for monthly
mean absolute wind speeds from NCEP/NCARS (|u|xcgp). The normalization factor in Eq. 2.1
ensures the conservation of the globally integrated rate of annual mean gas transfer w.r.t. the
original OCMIP formulation. Fj.. is the sea-ice concentration as calculate by the EBM?. This
implies that there is no gas transfer if the sea-ice concentration is 100%, e.g. fluxes through
small leads and cracks (Steiner et al., 2013) are neglected in the default setup. k:sgfasle:().Sl is the

abovementioned scaling factor (Miiller et al., 2008) and Sc the Schmidt number as calculated by
the modelled seawater temperature.

A simple model of NyO production similar to the model described in Goldstein et al. (2003), i.e.
a parametrization of NoO production based on oxygen consumption and local oxygen levels, has
been added in 2013 (Bourquin, 2013). Solubilities of N2O are taken from Wanninkhof (1992). In

"http://ocmip5.ipsl.jussieu.fr/0CMIP/phase2/simulations/CFC/boundcond/gasx_ocmip2.nc.gz

5In the 36x36 setup of the model, the cross-calibrated, multi-platform (CCMP) ocean 10 m surface wind fields
from the Physical Oceanography Distributed Active Archive Center (PO.DACC) is used instead.

" Fleo is set to 0 if Flee <0.2
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Figure 2.2: The simple representation of the biological pump in the Bern3D ocean component: the particulate
matter leaving the euphotic zone (at 75m depth) is instantaneously remineralized according to simple profiles
leading to depth-dependent sources and sinks of DIC and Alk in the ocean interior. The numbers expressed here
for an hypothetical POM export flux of 1 Gt C per unit area and a rain-ratio of 0.07.

the current version, half of the NoO production is associated with oxygen consumption using the
Redfield ratio Rn,0.0, = 6 - 1072, i.e. one molecule of N5O is produced for 16’667 molecules of
Og consumed during remineralization. The other half of the production is associated with low
oxygen levels.

Sediment

A 10-layer sediment diagenesis model (Heinze et al., 1999; Gehlen et al., 2006) with the same
horizontal resolution as the ocean model is coupled to the ocean floor, dynamically calculating
the advection, remineralization /redissolution and bioturbation of solid material (CaCOgs, POM,
opal and clay) deposited on the top 10 cm of the seafloor as well as pore-water chemistry and
diffusion as described in detail in Tschumi (2009); Tschumi et al. (2011). The model assumes
conservation of volume, i.e. the entire column of the sediments is pushed downwards if deposition
exceeds redissolution. The POM redissolution flux is primarily a function of local oxygen levels
while the local CO§_ concentration determines whether, and at which rate, CaCQOj3 dissolves.
The latter mechanism is crucial for simulating the “carbonate compensation”, the most important
coupling between ocean and sediment reservoirs on multi-millennial timescales. Isotopes are
transported (without fractionation) as Ca'3CO3, Cal*CO3, POC-13, POC-14 and in dissolved
form as DIC-13 and DIC-14.

To compensate the loss of tracer due to sedimentation, a weathering flux has to be prescribed at
the surface ocean. These weathering fluxes of DIC, DIC-13, Alk, PO4 and SiO9 are diagnosed
during a spinup as to compensate for the burial fluxes of particulate matter as to conserve global
inventories. Optionally, a simple model of weathering feedback following Colbourn et al. (2013)
can be activated as demonstrated in Sect. 5.3. In a steady-state, the burial-weathering cycle does
only slightly change ocean tracer distribution, the DIC, Alk and POy gradients are slightly
flattened.

The addition of such a sediment module also implies that the model is now “open” concerning
the cycling of carbon and nutrients. In contrast to when using the ocean-atmosphere only
version of the Bern3D, tracer inventories are not conserved anymore as there may be a transient
imbalance of weathering and burial fluxes.

Land

For the land component, two different options were used in this thesis.



38 2. METHODS

The more sophisticated land component is based on the Lund-Potsdam-Jena (LPJ) dynamic
global vegetation as used by Joos et al. (2001); Gerber et al. (2003); Joos et al. (2004) and
described in detail in Sitch et al. (2003). The resolution is variable; normally a resolution
of 3.75°x2.5° is used for paleo-simulations and probabilistic approaches (Roth & Joos, 2013;
Steinacher et al., 2013) or 1°x1° (Stocker et al., 2013) for less cost-intensive applications. The
model consists of independent gridboxes driven by external climate fields and COs forcings.

The cells are divided into different landuse-classes (i.e. natural, cropland, pastures...) on which
different plant functional types (PFTs) may grow. The fact that the gridboxes are independent
from each other makes the LPJ ideal for parallelization (see below). The fertilization of PFTs by
COy during photosynthesis is calculated according to the modified Farquhar scheme (Farquhar
et al., 1980). A land-use conversion module has been added to take into account anthropogenic
land cover change (ALCC) (Strassmann et al., 2008; Stocker et al., 2011). Recently, a dynamic
nitrogen (DyN) model from Xu-Ri & Prentice (2008) has been incorporated allowing for modeling
N-limitation and prognostic land NoO emissions.

The hydrology scheme (Gerten et al., 2004; Wania et al., 2009) solves heat and moisture dynamics
in the soil (top 2m) at 8 different depths. Built-up on this, permafrost, Northern Hemisphere
peatlands CHy4 dynamics have been added as used in Spahni et al. (2013); Ziircher et al. (2013);
Stocker et al. (2013). A simplified scheme with only 2 layers may be used to reduce computational
costs. In this case, the permafrost- and peatland models can not be used.

Land surface albedo is calculated from vegetation cover, vegetation type, and snow cover after
Otto et al. (2011) and communicated to the Bern3D by the means of mass-conserving remapping
as detailed in Steinacher (2011).

14C is implemented following the implementation of 13C (Scholze et al., 2003) and taking into
account radioactive decay. Fractionation is twice as large for 14C as for *C. Fractionation
during assimilation depends on the photosynthesis pathways (C3 versus C4) and on stomatal
conductance. No fractionation is associated with the transfer of carbon between the different
pools in vegetation and soils.

Due to the many developments and extensions, the LPJ version used here in Bern is either
called LPJ-Bern or LPX (Land surface Processes and eXchanges) since the addition of the DyN
module as indicated in Fig. 2.1.

The computational more efficient option is a simple 4-box representation according to Siegenthaler
& Oeschger (1987) which includes the cycling of *C and '*C. Starting from a version with fixed
carbon stocks, two simple formulations were added as used in Chap. 3: a stimulation of NPP by
elevated CO2 using a logarithmic dependency of NPP on atmospheric CO2. Soil and litter
turnover rates are taken to vary with global mean surface air temperature. The parameters have
been tuned towards the response of the LPJ model.

Coupling of the components

The coupling of the Bern3D-LPJ is sketched in Fig. 2.3. As the ocean biogeochemical model is
run on the same grid as the ocean model, the coupling is relatively trivial. The same is true for
atmosphere and sediment model which share the same horizontal grid as the ocean model. For
the coupling of the Bern3D and the LPJ model, a separate coupler routine was developed to
handle calculation of CO9, CH4 and N2O and the remapping of albedo fields (Steinacher, 2011).
Note that the LPJ was coupled to the Bern3D by the means of a pattern-scaling approach: only a
scalar temperature change AT is communicated to LPJ where then a pattern® of “global warming”
is then scaled and applied accordingly. The direct exchange of monthly 2-D temperature and
precipitation fields has been implemented later as part of this thesis. This extension allows one

8i.e. temperature-, precipitation- and cloud cover-anomaly fields taken from a GCM
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Figure 2.3: A cartoon of the coupled Bern3D-LPJ setup. The atmospheric component (blue box) is forced by a
wind climatology, orbital parameters, ice-sheet mask and radiative forcing of agents not simulated by the model
(i.e. aerosols). Driven by atmospheric boundary conditions as simulated by the energy balance model (EBM), the
ocean component is forced with temperature (7') and salt (S) fluxes. The land component is either driven by a
pattern-scaling approach (see main text) or by the direct exchange of remapped temperature and precipitation
anomalies. Albedo changes (Aalbedo) from the sea-ice and land components are fed back to the EBM. The air-sea
(Fas) and atmosphere-biosphere (Fyp) fluxes of greenhouse gases (GHG) calculated by carbon cycle (brown box)
are then fed back to the well-mixed atmosphere where concentrations and radiative forcings of GHGs are updated.

to use the fully coupled model for e.g. freshwater experiments where the pattern of climate
change is different from that of global warming.

The coupling of the model components is done sequentially, i.e. by default one model component
after the other is executed. The complete flowchart of subroutine calls is shown in the Appendix
A. Strongly simplified, the steps of the model integration are the following ones:

e The ocean velocity field is deduced.

e The LPJ is called and atmosphere-biosphere fluxes of greenhouse gases and land-albedo

changes are calculated (FGHY).

e The EBM is run and air-sea change fluxes of temperature and salt are calculated (F.L%%).

e The ocean biogeochemistry is updated and vertical® fluxes as well as air-sea gas exchange

of greenhouse gases (FGHS) are calculated.

e The ocean tracer transport is performed: advection, diffusion and source-minus-sink (SMS)
terms.

e The sediment model is run: calculation of burial and weathering fluxes.

When using the Bern3D together with the LPJ model, the model can be run in a parallel mode
(open MPI standard) by distributing the model on N+1 CPU cores: 1 core (the master task) is
used to run the atmosphere-ocean-sediment model while N cores are used to run the LPJ at the
same time (Steinacher, 2011).

9Fluxes within the water column.
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CPU demand

The computational cost of the different model components is listen in Tab. 2.2 both for the 36 x36
version and the new 41x40 version. For the ocean model, the computational cost increases
almost linearly with the number of tracers which are transported in addition to temperature and
salt. To reduce computation time, the number of tracers can be reduced from the standard value
of 14, e.g by disabling carbon isotopes.

The computational cost of the LPJ model varies considerably with the horizontal resolution,
the number of soil layers (2 or 8), the number of biogeochemical processes taken into account
and the number of land-use-classes. For example the DyN module requires a daily timestep
(86t) which makes the model more costly. Two extreme cases are listed in Tab. 2.2. As noted
above, the LPJ can be run in MPI mode and therefore the listed times can be divided by N
cores (for small V). When using the MPI mode for the coupled model it is useful to check the
computation time for different N to find the optimum for a given setup of the LPJ and Bern3D.
As a guidance, N=3-5 should be suitable for the 3.75°x2.5° and N=6-10 for the 1°x1° setup,
depending on the chosen LPJ features.

In addition to the model setup, the compiler’s optimization options have a considerable influence
on computation time!'®. Our standard compiler flags have been chosen by searching for the
fastest option which exactly reproduces the numeric results of the model compiled with -01.

model components / resolution 36x36 (5t=1/48yr) 41x40 (6t=1/96yr)
ocean physics + EBM atmosphere | 01m 12s 03m 28s
ocean biology and biogeochemistry | 03m 45s 09m 45s
seafloor sediments 0lm 17s 02m 05s
total 06m 14s 15m 32s

3.75°%x2.5° - min. processes 1°x1° - max. processes

terrestrial biosphere (LPJ) ~30s ~10m

Table 2.2: CPU time demand for 100 model years on a single Intel i7 CPU clocked at 3.2 GHz and the compiler
optimization flags: -03 -fast -Mnovect. Note the different timestep (5t) in the two model versions.

2.1.2 The variable-grid version of the Bern3D model

Recently, the physical core of the Bern3D ocean component underwent some major changes.
Before 2012, only grids with a latitudinal spacing proportional to the sine of the latitude were
possible, such that the surface area of all gridboxes is equal. Based on this constraint, many
equations were simplified in the original GOLDSTEIN model as gridcell areas were omitted in
the equations. Another problem was that the equations appearing in their discretized form were
not properly documented!!.

During 2012 and early 2013, all equations were generalized to be used with arbitrary rectangular
grids. At the same time, all equations got documented including their discretization (Ritz, 2013).
In addition to the horizontal resolution, some minor changes were incorporated in the ocean
and EBM modules. The optimization of the new model as well as the necessary adaptation of
the biogeochemical components of the model are documented in this thesis. Despite the fact
that the old version was applied for all publications included in this thesis, the new version is
documented here with a focus on the oceanc’s biogeochemistry. This may be useful for future
PhD and Master students. Also, much of the following is also applicable to the old model as the
underlying formulations did not change.

10Between -01 and -03 there is almost a factor of 2 in computation time.
"Physical core of the ocean model almost like a “black box” to us modelers.
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(a) 36x36 Atlantic Pacific (b) 41x40 Indian Southern Ocean
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Figure 2.4: Comparison of the horizontal grid for the “old” (36x36) (a) and the “new” (41x40) (b) version of
the Bern3D ocean model. Latitudinal resolution near the equator remained largely unchanged while resolution was
increased in the high-latitude. Note that the ocean, atmosphere and sediment models share the same horizontal
grid. The red line shows the path of the transect plot used in this thesis. The blue colored cells indicate the
locations of freshwater removal (i.e. the addition of salt) to stimulate deepwater formation. The light colors depict
the definition of ocean basins as used to calculate depth gradients and zonal means.

Note that several horizontal grid configurations were tested in an early stage. Our group then
decided to proceed with the 41 x40 configuration which has a higher latitudinal resolution in the
Southern Ocean as well as an increased longitudinal resolution in the Atlantic (see Fig. 2.4b). A
more detailed overview on the grid is given in Appendix B. Although the number of boxes
only modestly increased, the timestep (8t) had to be decreased by a factor of two in order to
maintain numerical stability.

Only the 41x40 configuration is discussed here, even though other grids a relatively easy to
generate (see Ritz (2013) for a HOW-TO). The following changes were made for this setup (w.r.t.
the 3636 setup used in the most recent publications):

e new grid with 41x40 gridboxes in the horizontal.
e Ocean:

— new parameter set (see Tab. 2.3)

— new time step: 96 timesteps per year (instead of 48 timesteps per year in the old
version)

— max. isopycnal slope has been increased to prevent spatial oscillations of the tracer
fields in the Southern Ocean

— shuffling convection is now applied for all tracers (instead of only to T' & ).
e Atmosphere:

— new parameter set (see Tab. 2.3)

— updated input fields

— no Atlantic-to-Pacific freshwater correction flux

— zonal resolved winds are now used for moisture and heat advection

— zonal eddy-diffusive transport of heat is now a function of latitude (see Tab. 2.3)

— moisture advection is now reduced by a scaling factor Bt = 0.5
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— land albedo changes through snow is now taken into account by default. Changes in
snow albedo calculated by the snow albedo parametrization of Ritz et al. (2011b) are
accounted for as anomalies to the fixed surface albedo. Minimum snow albedo is the
MODIS!? land surface albedo from which the snow contribution has been removed

— wind stress is reduced by a factor of (1 — F2

2,) at the presence of sea ice.

e Sea ice:

— sea ice is solved with a separate time-stepping: 10 steps per atmospheric time step

— sea-ice advection is reduced to 0.3 times the surface ocean current for better consistency
with ERA-40'3 sea-ice fields

— sea-ice diffusion has been increased (see parameters table)
o Ice sheet:

— new ice-sheet parametrization: Greenland and Antarctica are now assumed to have
temporally constant ice sheet cover. Due to this, the climate is no longer affected when
ice sheets are activated at a present day state (albedo of Greenland and Antarctica
remain at the values of the MODIS climatology)

— updated ice-sheet mask (Peltier, 2004)
e Ocean biogeochemistry:

— new (absolute) windspeed climatology (from NCEP instead of PO.DACC) for the gas
exchange formulation.

— new parameter set (see Tab. 2.4)
— new dust input fields from Mahowald et al. (2006)

— virtual fluxes are now applied to all biogeochemical tracers.
e Sediment:

— new parameter set (see Tab. 2.4)
— weathering input is now distributed along the coastline

— organic matter denitrification disabled per default.

In the 41x40 version, the key ocean parameters remained largely unchanged with the exception
of an ad-hoc doubling of diapycnal diffusivity (kp) from 1075 m?s~! to 2- 1075 m?2s~!. This
change was motivated by the lower-than-observed rates of anthropogenic CO2 uptake in the
old model version (Gerber & Joos, 2013). Despite some effort to optimize these parameters,
no convincingly better parameter set could be found in a 1000 member ensemble exercise
constrained by temperature, salt, AC and trichlorofluoromethane (CFC-11). The result of this
exercise can be found in Appendix C. The preindustrial ocean circulation from the new model is
visualized in Figs. 2.9a-d and 2.10. Deepwater formation is discussed and visualized in Appendix
D. For the 36x36 version’s preindustrial solution see e.g. Tschumi (2009); Tschumi et al. (2011);
Ritz et al. (2011a).

12The Moderate Resolution Imaging Spectroradiometer
3European Centre for Medium-Range Weather Forecasts (ECMWF) 40 year re-analysis
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module parameter new value Description

OCN kp 2x 10 °m?s7? diapycnal diffusivity

OCN fwso 0.07Sv Weddell sea freshwater removal

OCN fWAtL-Pac 0.0Sv Atlantic to Pacific freshwater flux correction

OCN SSmax 40 slope limitation of isopycnals

EBM 1 1.00 reference land emissivity

EBM Ga 0.219 fraction of shortwave radiation that is reflected by
the atmosphere in the standard case for clear sky
conditions

EBM Gov 0.379 fraction of shortwave radiation that is reflected by
the atmosphere in the standard case for overcast
conditions

EBM Arad 0.641 ratio between the total transmissivity in overcast
and clear-sky conditions for the standard cases

EBM Th,precip 0.85 relative humidity after precipitation

EBM K, 2.0 x 10° + (2.0 x 107 — 2.0 x  zonal eddy-diffusivity of heat

10°) x cos* ¥ m?
EBM Ky 1.2 x 10 4 0.6 x 1061”77'/2 + meridional eddy-diffusivity of heat
2.5 x 10°% cos> ¥ m? s !

EBM Bmoist 0.5 scaling coefficient for moisture advection

EBM AMw_rad 071 Wm 2K ! Feedback parameter

EBM K; 1.5 x 10*m?s7! sea-ice diffusion coefficient

EBM Bice 0.3 scaling coefficient for sea-ice advection

EBM Qlseaice 0.65 sea-ice albedo

EBM Qicesheet 0.7 ice-sheet albedo

EBM Olgnow 0.75 maximum snow albedo

EBM Hy 0.05m minimal ice thickness

Table 2.3: Parameters in the ocean and atmosphere module that changed with respect to the parameters listed
in Ritz et al. (2011a).

Tuning of the biogeochemical component

As the new grid configuration of the updated physical model of the new Bern3D lead to significant
changes in ocean circulation, the biogeochemical parameters needed some adjustment. As most of
the ocean parameters in the old model were taken from Doney et al. (2006) without optimization,
some improvement could be expected. Especially the alkalinity distribution was rather poor in
the old model. Note that the following discussion is based on an experimental setup which
includes the sediment module. The boundary conditions are set to 1765 AD unless mentioned
otherwise.

In a first step, the Fe-cycle needed to be re-calibrated as new modern aeolian dust deposition
fields are applied in the new model (taken from Mahowald et al. (2006) instead from Luo et al.
(2003)) leading to too high dissolved Fe concentrations and disturbed patterns of Fe-limitation.
This tuning was done first because the dissolved Fe concentration influences the primary
production and thus the entire biological pump. Fe solubility (5) and total ligand concentrations
(Ltot) were adjusted to match the sparse observational data especially at the surface but also in
the deep. Equivalently, the fraction of Fe in dust could have been adjusted instead of 3. The
resulting distribution is compared to the compilation of Tagliabue et al. (2009) and presented in
Fig. 2.5a. Patterns of nutrient limitation now compare well with Moore et al. (2001) given the
simplicity of our model (Fig. 2.5b).

One of the main problems with the given formulations for elemental ratios, fraction of CaCOs to
POM export and remineralization characteristics is the fact that they are globally uniform, which
is not the case in the real ocean (e.g. Martin et al., 1987; Buesseler et al., 2007; Lam et al., 2011;
Martiny et al., 2013). As the biological pump primarily alters the water column distribution of
carbon and nutrients, it makes sense to first analyze the effect of some key parameters to globally



44 2. METHODS

(a) Surface dissolved Fe (nmoll™") (b) Nutrient limitation (yellow=Fe, blue=PO4)
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Figure 2.5: (a) Modeled surface dissolved Fe compared to the dataset of Tagliabue et al. (2009) (overlaid with
dots). (b) Pattern of nutrient limitation: colored in yellow are regions where the limitation-term of Fe dominates
w.r.t. POy, while blue colored areas are primarily limited by POy.

averaged depth profiles. In sensitivity experiments, 7 parameters were perturbed and the effect
on gradients quantified by subtracting a control run. Changes in elemental ratios (Redfield ratio)
were not considered in this exercise. The results of 4 out of 7 parameters are shown in Fig. 2.6
(the other 3 having only a minor effects), these are: the exponent in the remineralization profile
of POM («), the length-scale of CaCOg dissolution (Icaco,), the maximum fraction of CaCOsg
production (Mcaco,, this determines the rain ratio) and the fraction of the primary production
transferred in the DOC pool (o). As a perturbation, an arbitrary reduction of 20% w.r.t. the
original value was used with a fixed atmospheric COs concentration of 278 ppm.

To control the global gradients of DIC and Alk, « is an especially powerful tuning “knob” because
it determines the rain ratio in the deep and alters the DIC and Alk gradients in opposite
directions (the other parameters altering the gradients in the same direction). These profiles
are then compared to model-data biases to find optimal parameters. As a side-constraint,
global export, deposition and burial fluxes of organic and inorganic carbon should fall within
observational ranges.

To adjust the burial fluxes, sediment pore-water reaction rates and the terrestrial clay flux had
to be adjusted. Note that due to the long equilibration time of the ocean-sediment system, the
tuning is rather time consuming. As a final step, the NoO production formulation was tuned in
order to match observational data (Bange et al., 2009) of dissolved N2O and estimates global
integrated NoO emissions (Denman et al., 2007)

A satisfying solution could be found using the parameters listed in Tab. 2.4. Using this updated
parameter set lead to a significantly better agreement with data compared to the original
set taken from the old model, as summarized in the Taylor diagram shown in Fig. 2.7. The
improvement in Alk and pH is noteworthy. The new optimized solution also shows a considerably
smaller discrepancy between many model variables and observations as compared to the old
model. The reason for this may be a more realistic circulation in combination with a more
careful choice of biogeochemical parameters.

The resulting present-day distribution of tracers as well as globally integrated fluxes are discussed
next.
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Figure 2.6: (a-d) Change in Alk, DIC, COg_ and POy for a 20% reduction in different key parameters w.r.t. a
control run. The atmospheric CO2 was held constant at a concentration of 278 ppm.

Module parameter old value new value units description

BGC RAlk:P -16 -17 - Redfield ratio Alk:P for organic mat-
ter

BGC Alkinit 2409 2429 molm™3 initial Alk concentration

BGC o 0.67 0.68 - DOM fraction of new production

BGC Mcaco, 0.30 0.25 - maximum CaCQj3 production relative
to POM

BGC lcacos 3500 2900 m CaCOg3 dissolution length-scale

BGC o 0.92 0.83 - exponent for Martin curve (POM rem-
ineralization)

BGC B 0.01 0.0018 - Fe solubility

BGC Lot 1.0-107% 1.2-100% molm™3 total ligand concentration

SED RAlk:P -18 -17 - Redfield ratio Alk:P for organic mat-
ter

SED Filay 1.0 0.8 gm~2yr~!  terrestrial clay flux

SED Toxy 50 100 Imol~tyr=! reactivity for POC/O,

SED Tdenit 50 0 Imol~tyr=! reactivity for POC/NOj3 (denitrifica-
tion)

SED [O2]erit 1 0 pmol 171 05 threshold for denitrification

Table 2.4: Overview on optimized parameters in the 41x40 setup of the ocean biogeochemistry (BGC) and

sediment (SED) modules.
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Figure 2.7: Taylor-diagram showing normalized standard deviation and correlation for the old (36x36) version
of the Bern3D model (blue), the new version (41 x40, green) with the same BGC-parameters as the old version and
the new version with the final set of parameters (red). The statistics are computed by comparing a preindustrial
(1765 AD) equilibrium simulation with gridded natural carbon data derived from the GLODAP dataset (Key et al.,
2004) and WOAOQ9 nutrient and oxygen products (Garcia et al., 2010b,a). Global tracer fields were used to
generate the statistics where tracer concentrations where weighted by gridbox volumes.
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The modern solution

A series of model-data comparison plots is given in this section. Tracer fields are compared
by the means of horizontal plots (atmosphere and ocean surface), in a transect through the
Atlantic, Southern Ocean and Pacific (indicated by the red line in Fig. 2.4) and by basin-averaged
depth-profiles. The basins are defined as follows: the Atlantic and Pacific go from 70°N to 35°S
where the circumpolar Southern Ocean begins. 35°S is therefore also the southern boundary for
the Indian basin. The basins extent is depicted in Fig. 2.4.

The experimental setup for the model is the following: the model is spun up under 1765 AD
conditions and weathering fluxes then set to constant values equal to the steady-sate burial rates.
A transient simulation from 1765-2011 AD is performed using prescribed atmospheric CO»
(RCP database, 2009), the radiative effect of volcanic eruptions as well as anthropogenic aerosol
forcing according to Eby et al. (2013). Atmospheric AC is taken from Reimer et al. (2009) and
Orr & Najjar (1999) while 8!3C boundary conditions are taken from an inhouse compilation of
ice core, firn and air measurements.

The model output is then averaged over the period over which the observations have been
collected. The observations shown here include the products from the World Ocean Atlas 2009
(WOA09) (Antonov et al., 2010; Locarnini et al., 2010; Garcia et al., 2010b,a) and the ERA-40
reanalysis (Uppala et al., 2005). Ocean carbon data taken from GLODAP (Key et al., 2004) is
converted from mmolkg™! to molm™2 using the potential density calculated from the WOA09
data using the UNESCO-formula for seawater density. Modeled preindustrial carbon is compared
to natural DIC as computed from GLODAP’s products TCO2 and TCO2_ANTH, the same
procedure was used for radiocarbon. A small correction deduced by a transient simulation (with
the default parameter set only) was applied to the modeled AC distribution in order to account
for the Holocene history of atmospheric A™C which was not taken into account in this setup.

No complete description and interpretation of the results is given here in the following, only
strong biases and/or improvements compared to the 36x36 version are highlighted.

Atmosphere and sea ice:

Annual mean fields as simulated by the EBM are shown in Fig. 2.8. Surface atmospheric
temperature (SAT) is simulated reasonably well despite some local biases: over the North
Atlantic region as well as over Africa the modeled SAT is too cold, while the North Pacific and
North America are generally too warm. Simulated freshwater fluxes have considerably improved
compared to the old model due to the zonally resolved winds, but the equatorial precipitation
belt is still too weak. Sea-ice concentration is now simulated in much more detail due to the
higher resolution around the poles in the new model.

Ocean ventilation:

The annual mean preindustrial overturning and barotropic streamfunctions are shown in Fig.
2.9. Barotropic velocity averaged over 3 different depth intervals is given in Fig. 2.10. One of
the striking changes in the new version is the more vigorous Antarctic Circumpolar Current
(AAC) with a Drake-Passage throughflow of ~110Sv!#4 compared to ~40 Sv, presumably due
to the reduced friction (Drake Passage is now 5 cells wide instead of 3) and the choice of a
different integration-path (for the Island Rule) around Antarctica. The annual mean maximum
of the Atlantic meridional overturning circulation (AMOC) is 17.3 Sv, but North Atlantic Deep
Water (NADW) is still formed too far south (see Fig. D.1). The southern sourced Antarctic
bottom water (AABW) tongue is still weak in the Atlantic with only ~2 Sv. Simulated potential
temperature is captured well by the new model. The most pronounced biases can be found in

141 Sverdrup (Sv) =10 m®s™*
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Figure 2.8: (a-1) Key modeled atmospheric (annual mean) fields compared to the ERA-40 reanalysis (Uppala
et al., 2005). Sea ice is reported as fractional sea-ice cover (‘“sea-ice concentration”).

North Pacific where surface waters are too warm as well as the too warm mid-depth Atlantic.
The latter could be explained by the too warm SST in the region where NADW is formed (Fig.
D.1). Salinity distribution is not satisfying, independent of the horizontal resolution. Generally,
the surface ocean is too fresh while the NADW is too saline. The reason for this could be
attributed to the simple atmospheric model combined with the generally small observed spatial
variations of only ~1 psu.

Ocean ventilation timescales are reproduced well by the model as indicated by the tracers
natural A™C and O, with the exception of the deep North Atlantic which is too old in the
model, probably linked to the too weak AABW. Surface ocean ventilation shows only some
regional biases compared to observation.

Also the decadal rates ocean uptake of anthropogenic COs is well within estimates from Canadell
et al. (2007) with a cumulative uptake from 1765-2011 AD of 156 Gt C compared to observational
estimates of 155430 Gt C (Ciais et al., 2013).
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Figure 2.9: (a-c) Annual mean streamfunction of the meridional overturning circulation (MOC) for different
regions. The depth-integrated flow as represented by the barotropic streamfunction (¥g) is depicted in (d). Note
the non-equidistant contour lines. Negative numbers (blue) denote a counter-clockwise flow while positive number
(red) indicate a clockwise flow.
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Figure 2.10: Streamlines for the barotropic velocity component averaged over 3 different depths intervals (note
the different scaling of the vectors) from left to right: mean velocity from 0-300 m, 1500-2500 m and 3000-5000 m.

period: 1959-2006  1970-1999  1990-1999  2000-2006  cumulative 1765-2011
(GtCyr™!) (GtCyr™!) (GtCyr ') (GtCyr 1) (GtC)

observations | 1.9 40.4% 2.0£0.4° 2.2+£04° 2.2£04° 155 + 30°
model 1.6 1.7 2.0 2.2 156

a: Canadell et al. (2007) b: Ciais et al. (2013)

Table 2.5: CO> uptake rates diagnosed in a transient simulation from 1765-2011 with prescribed atmospheric
CO2 (RCP database, 2009) compared to independent estimates of Canadell et al. (2007) and Ciais et al. (2013).
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(a) Temperature model (°C) (b) Temperature obs. (°C) (¢) Temperature model-obs. (°C)
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(h) Salinity model (psu) (i) Salinity obs. (psu) (j) Salinity model-obs. (psu)
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Figure 2.11: Modeled ocean temperature (a-g) and salinity (h-n) compared to observations from the WOA09
dataset (Locarnini et al., 2010; Antonov et al., 2010).
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(h) Oxygen model (mmolm~3) (i) Oxygen obs. (mmolm™3) j) Oxygen model-obs. (mmolm™3)
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Figure 2.12: Biogeochemical tracers both strongly influenced by ventilation timescales: modeled natural A*C
of DIC (a-g) and oxygen (h-n) compared to observations from GLODAP (Key et al., 2004) and WOA09 (Garcia

et al., 2010a).
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Biological pump and carbon cycling:

Next, the tracers related to the cycling of carbon are discussed. Figs. 2.13a-c show the modeled
organic matter export (ePOM) out of the euphotic zone compared to data-based estimate of
Schlitzer (2004). The model captures the peaks in export production in the equatorial and
Southern Ocean upwelling regions and accounts for 11.7 Gt Cyr~! in the global integral. The
same pattern applies to the calcite export with the exception of the Southern Ocean where
diatoms grow in favor of calcifying organisms (not shown). Note that the estimation of export
production based on satellite-based chlorophyll data is fraught with considerable uncertainty.
The saturation horizon of CO?))_ w.r.t. calcite, i.e. the depth where . = 1, is shown in Figs.
2.13a-c and compared to data-derived estimates which agree well except for the North Pacific.

Whole ocean carbon inventory and export, deposition and burial fluxes are summarized in Tab.
2.6. Especially the particulate matter flux estimates are rather uncertain and mostly stem from
sediment-trap data and global budget considerations. These estimates only serve as a weak
constraint for the model.

(a) ePOM model (mol Cm~ 2 yr—1) (b) ePOM obs. (molCm™2yr~1) (C) model-obs. (mol Cm™2yr~1)

-

(e) depth(Q. = 1) obs. (m) (f) depth(Q2. = 1) model-obs. (m)

- -

80°S 80°s

160w oo w0t 100
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100°E 100°E 160

oo
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Figure 2.13: (a-c) Modeled POM export flux compared to the dataset of Schlitzer (2004). (d-e) Modeled
versus data-derived (GLODAP & WOAQ9) depth of the calcite saturation horizon.

Modeled distributions of DIC and Alk are shown in Figs. 2.14a-n and are compared to natural
DIC and Alk from GLODAP (Key et al., 2004). Gradients of DIC closely follow the observed
gradients in the global average. Although the earlier discussed ventilation-bias in the deep
Atlantic is also visible here as carbon accumulates in the deep (the same is true for alkalinity).
The high DIC concentration in the North Pacific can not quite be reproduced in magnitude.
Although the Alk-cycle is still challenging to model within the given ocean biology framework,
the new model preforms considerably better in this respect.

Stable carbon isotope §'3C of DIC is displayed in Fig. 2.15. The model shows a global bias
of ~ 40.2%0 at the surface as well as in the deep. As the shape of the vertical gradients are
well captured by the model, this offsets points to a bias in the (local) rate of gas exchange
rather than in the biological pump (for a discussion see e.g. Schmittner et al. (2013)). The
higher-than-observed §'3C in the Bern3D points to a too fast air-sea gas exchange. Note that for
the surface data of §'2C shown in Fig. 2.15a were collected from 1990 to 2005 AD, a period
where atmospheric §'3C of COy decreased. This introduces some uncertainty in the data. The
model output was taken from 1997 which is centered in this interval.

Distributions of nutrients PO4 and SiOy are shown in Figs. 2.16a-n, despite the expected bias in
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variable units value  range of estimates
DIC inventory GtC 37370  37510¢

CaCOg3 export GtCyr! 0.872 0.8-1.2°

opal export TmolSiyr~t 101 102-178°

POM export GtCyr~! 11.7 6.5-13.1¢

CaCOg3 deposition GtCyr—! 0.273  0.59
opal deposition Tmol Siyr~t 70.2 13-47¢
POM deposition ~ Gt Cyr~! 0.630 1.7-3.3¢

CaCO3 burial GtCyr! 0.0934 0.10-0.149
opal burial Tmol Siyr~!  2.19 5.3-8.9¢
POM burial GtCyr! 0.181  0.12-0.26¢
N3O emissions TgNyr—! 3.66  1.85.87

“ based on the GLODAP and WOA09 datasets; ® Jin et al. (2006) ; © Sarmiento
& Gruber (2006); ¢ Feely et al. (2004) (excluding continental shelf areas) ;
© Tréguer et al. (1995); / Denman et al. (2007) ; ¢ Milliman & Droxler (1996)

Table 2.6: Overview on globally integrated fluxes of particulate matter and oceanic N2oO emission for a
preindustrial equilibrium simulation.

the deep Atlantic, the simulated tracer distributions compare reasonably well with the WOAQ9
dataset (Garcia et al., 2010b). A notable bias can be found though in the North Pacific where
both PO,4 and SiOy concentrations are highly underestimated by the model, which is partly
linked to the circulation bias in this region and maybe to an underestimated local riverine
nutrient influx.

In order to further characterize the models biological activity, apparent oxygen utilization (AOU)
is computed following Sarmiento & Gruber (2006) from the saturation concentration of oxygen
(O$**) using the solubilities given by Garcia & Louis (1992) and the actual observed/modeled
dissolved concentration (OgPserved):

AOU = O;at _ O(Q)bserved. (2‘2)

AOQOU is a measure of biological activity in the water column as remineralization of settling
organic particles consumes oxygen under oxic conditions and is shown in Figs. 2.17a-c. In the
deep Atlantic, the model shows an increased AOU which is not observed in the data. This seems
again to be linked to the too slow ventilation in the deep Atlantic where oxygen is consumed
during remineralization while not enough oxygen-rich water is entering to replace this water.

In addition to AOU, we also infer the preformed concentration of POy:

AOU

POZre — Pozbserved + ’
ROQ:P

(2.3)

that is, the nutrient concentration stemming from sinking water masses without being used
during photosynthesis. PO} is therefore a measure of the missed opportunity of the biological
pump to sequester carbon in the deep and therefore strongly influences atmospheric COs (see e.g.
Ito & Follows, 2005). Figs 2.17d-f show the fraction of PO} w.r.t. the total POy4. Note that
the separation into preformed and regenerated nutrients does not hold true for water column
denitrification. Although the Bern3D model does not include denitrification, the observations do
contain this signal.
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Figure 2.14: Modeled natural DIC (a-g) and Alk (h-n) compared to observations from GLODAP (Key et al.,
2004).
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(a) Surface §"*C (%)
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Figure 2.15: (a) Surface (0-50m) and (b) vertical profiles of modeled §**C of DIC compared to the dataset of
Schmittner et al. (2013). The model output was taken for year 1997 while the observations were collected between
1990-2005.

As a last tracer, dissolved N2O is discussed (Fig. 2.18), which is compared to the data taken
from a premilinary version of the MEMENTO!® database (Bange et al., 2009). As the sources
of this tracer are a simple function of remineralization and local oxygen levels (besides gas
exchange), it also shares potential biases from modeled Oy. The surface NoO is primarily a
function of the temperature-dependent solubility and therefore reasonably well captured. In the
deep, the distribution of NoO captures the pronounced peak around 500 m (oxygen minimum
zones). In the current configuration the oceanic production, and therefore net outgassing, is
3.66 TgN yr—lin the global integral.

Summary and conclusions: the Bern3D ocean component does a reasonable job in capturing
the observed large-scale features in the distribution of physical and biogeochemical tracers. Local
biases are linked to the simplified 2-D atmosphere (evaporation, precipitation) and the simple
hydrological scheme on land (e.g. continental runoff). In addition, deep ocean circulation seems
to be too slow in general, especially in the deep northern Atlantic as visible in the distribution of
ventilation-sensitive tracers O and AC. This is probably linked to the coarese resolution in
the deep as well as the simplistic formulations of friction. The seawater carbon chemistry has
been considerable improved by re-tuning the relevant parameters controlling biological export
and redissolution profiles. Local biases are not an big issue in this case as the Bern3D model is
used to address questions on a basin-wide (or even global) scale.

5 MarinE MethanE and NiTrous Oxide database — http://memento.geomar.de/
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Figure 2.16: Modeled PO4 (a-g) and SiO2 (h-n) compared to observations (WOAQ9, Garcia et al. (2010b)).
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(a) AOU model (mmolm™3) (b) AOU obs. (mmolm™3) (¢) AOU model-obs. (mmolm™3)
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(f) POY™/PO4 model-obs. (%)

Figure 2.17: (a-c) Apparent oxygen utilization (AOU) computed from the difference between the dissolved and
equilibrium saturation concentrations (Garcia & Louis, 1992) based on modeled/observed seawater properties
(temperature and salinity). (d-f) Percent fraction of the preformed nutrient concentration (observations are based
on Garcia et al. (2010b)).
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Figure 2.18: (a) Modeled surface and (b) vertical profiles of dissolved N2O compared the data of the MEMENTO
database (Bange et al., 2009).
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Huybers and Langmuir (2009) proposed that an increase in volcanic activity provoked by ice sheet melting
contributed substantially to the deglacial CO, increase. Here, their hypothesis is evaluated by prescribing
their central, high, and low volcanic CO, emission scenarios in the Bern3D carbon cycle-climate model as a
perturbation. Reconstructed emissions increase mainly between 15 and 11 ka BP, remain high in the early
Holocene and drop after 7 ka BP in all scenarios with total emissions between 181 and 2011 GtC. Simulated
increase of atmospheric CO, peaks around 6 ka BP at 46 ppm for the central scenario and with a range
between 13 and 142 ppm. Modeled carbonate ion concentration in the deep ocean decreases and the calcite
saturation horizon shoals on global average by 440 m (150 to 1500 m). Simulated changes in 8'3C and A'4C
isotopic signatures are small compared to reconstructed, proxy-based changes over the deglacial period. The
comparison of our model results and available proxy evidence suggests a small role for volcanic carbon emissions
in regulating glacial-interglacial CO, variations, but uncertainties prevent a firm conclusion. A problem with the
volcanic emission hypothesis is in the timing of emissions which peak in the early Holocene, a period of decreasing
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A atmospheric CO,.
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1. Introduction

Many hypotheses (see e.g., Jansen et al. (2007); Kohler et al.
(2005)) have been proposed to explain the variations in atmospheric
CO, concentration of order 100 ppm (parts per million) between
glacial and interglacial climate states (Liithi et al., 2008; Monnin et
al., 2004; Petit et al., 1999). Typically, changes in the marine carbon
cycle and related ocean-sediment interactions are invoked to explain
the CO, increase from the Last Glacial Maximum (LGM) to the current
warm period. In contrast to this view, Huybers and Langmuir (2009)
suggest that an increase in global volcanic activity caused by deglacial
ice sheet removal and related changes in pressure could be a major
driver for the reconstructed deglacial CO, increase.

The goal of this study is to investigate the plausibility of the volcanic
CO, release hypothesis by Huybers and Langmuir (2009) in the context
of available proxy evidence. Specifically, we prescribe their central, low,
and high deglacial CO, emission scenarios in the Bern3D Earth System
Model of Intermediate Complexity and analyze simulated changes in
atmospheric CO, and its '*C and 'C isotopic signatures as well as the
spatio-temporal evolution of carbonate ion concentration, alkalinity,
and 6'3C and A'C of dissolved inorganic carbon in the deep ocean.
Results are compared to proxy data.

* Corresponding author.
E-mail address: roth@climate.unibe.ch (R. Roth).

0012-821X/$ - see front matter © 2012 Elsevier B.V. All rights reserved.
doi:10.1016/j.epsl.2012.02.019

The conventional hypotheses to explain glacial-interglacial CO,
variations rely on marine mechanisms and suggest a repartitioning
of carbon between the atmosphere, the ocean and ocean sediments,
and vegetation and soils. The ocean stores much more carbon than veg-
etation and soils on land and is by far the largest of the three relatively
fast (<1000 years) exchanging carbon reservoirs (atmosphere-ocean—
land biosphere). Carbon storage on land is thought to have increased
by several hundreds of gigatons of carbon (GtC) from Last Glacial
Maximum (LGM) to the current warm period and can thus not explain
the LGM to Holocene CO, increase. A broad range of proxies, including
for example the stable carbon isotope '*C signature of atmospheric
CO, (Elsig et al., 2009; Lourantou et al., 2010), the 'C and radiocarbon
(14C) signature of dissolved inorganic carbon (e.g. Duplessy et al., 1988;
Oliver et al.,, 2010; Robinson et al., 2005; Sarnthein et al., 1994), or the
carbonate ion concentration in the deep ocean (Yu et al., 2010), indi-
cates large scale changes in ocean circulation, temperature, water
mass distribution, and ocean biogeochemistry over glacial-interglacial
cycles. However, no consensus has yet emerged on the explanation of
the coeval CO, changes. The challenge remains to quantify the contribu-
tion of identified physical and biogeochemical mechanisms to the CO,
transient consistent with available proxy information.

Despite the importance of volcanic outgassing of CO, on the carbon
cycle on geological timescales and early suggestions on their role in
regulating glacial-interglacial climate variations (Arrhenius, 1896),
changes in global volcanic activity were until recently not considered
to explain CO, variations on the multi-millennial timescales of glacial-
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interglacial (G/IG) cycles. Several studies addressed changes in local
volcanic activity. Tephra-measurements in Antarctica (Narcisi et al.
(2010) and references therein) for example reveal past variations in vol-
canic activity from nearby Antarctic regions. For Iceland, Maclennan et al.
(2002) found a pronounced peak in volcanic activity around ~12 kyr ago,
exceeding modern rates by a factor of 100. Also for France and Germany,
such a relationship could be shown (Nowell et al., 2006). Difficulties for
the extrapolation of local records to the globe are the spatio-temporal
variability of volcanic activity and, more important, that the quality of
the records decreases when going back in time. The available data on
volcanic eruptions show a marked observational bias with 80% of the
dated eruptions occurring in the last 1000 years (e.g. Fig. 1 in Huybers
and Langmuir (2009)). A further step adding additional uncertainty is
to estimate CO, emissions from estimated volcanic activity. These issues
are thoroughly discussed by Huybers and Langmuir (2009).

Huybers and Langmuir (2009) in their stimulating study estimate
the global flux-variation of subaerial volcanic carbon over the last
40 kyr by evaluating historical eruption data-sets covering more
than 5000 individual volcanic events. Eruption frequencies in regions
which are subject to deglacial processes such as ice sheet retreat
(especially in the northern hemisphere) are compared to those of re-
gions presumably free of deglacial influences in an attempt to remove
observational biases. A considerable increase in volcanic activity of
two to six times above background level between 12 kyr and 7 kyr
is identified and linearly translated into a corresponding increase in
CO,, flux. Using a box model approach, these authors estimate an increase
in atmospheric CO, of 60 ppm during the second half of the last deglaci-
ation due to volcanism alone (uncertainty range: 25-130 ppm).

The reason for the strong increase in volcanic activity is thought to
have emerged from the retreat of the northern hemisphere ice sheet
provoking magma production due to depressurization (Sigmundsson
et al., 2010). If the proposed volcanic emission peak during deglacia-
tions is real, volcanism would mediate a positive feedback between in-
creasing atmospheric CO,, warming, and ice sheet melting. This
volcanic deglacial CO, scenario is different from the hypotheses that
propose a repartitioning of carbon between the atmosphere, ocean,
and land biosphere to explain the glacial-to-interglacial CO, increase.
It involves the net addition of carbon to the atmosphere-ocean-land
biosphere system from the earth's upper mantle, a pool that is currently
exchanging only little carbon with these other reservoirs.

2. Method
2.1. Model description

Simulations were performed with the Bern3D Earth System Model of
Intermediate Complexity (EMIC). The ocean component is a three-
dimensional frictional-geostrophic balance ocean model based on
Edwards et al. (1998) and further described in Miiller et al. (2006). It is
run with a horizontal resolution of 36 x 36 grid boxes, with 32 logarith-
mically spaced layers, and with a time-step of 48~ ! yr. Here, the Bering
Strait is open and there is a flow of 21 Sv <]: Sv=10°m3s~1) through
the Indonesian Passage from the Pacific to the Indian Ocean.

The 2D energy balance model of the atmosphere, described in
detail in Ritz et al. (2011), has the same horizontal resolution as the
ocean. Zonal uniform diffusivities are applied to simulate horizontal
heat and water fluxes. The model distinguishes between shortwave
and longwave fluxes between atmosphere-ocean, atmosphere-sea
ice and atmosphere-land boundaries. Atmospheric trace gases are
considered to be well mixed. The equilibrium climate sensitivity has
been tuned toward 3 °C for a doubling of atmospheric CO,.

The biogeochemical (BGC) component consists of a prognostic
representation of the marine carbon cycle, partly following the OCMIP-
Il protocol (Najjar et al., 1999; Orr and Najjar, 1999), but with prognostic
formulations for export production of organic carbon and featuring com-
petition between calcite and opal-producer according to Maier-Reimer

(1993) with Michaelis-Menten formulation of the limiting production
terms (Tschumi et al., 2008). A prognostic iron-cycle is included in the
model as described in Parekh et al. (2008). In total 14 oceanic tracers
are transported.

A 10-layer sediment-diagenesis model (Gehlen et al., 2006; Heinze
et al., 1999) is coupled to the ocean as described in detail by Tschumi
et al. (2011). It dynamically calculates bioturbation, oxidation, denitrifi-
cation, dissolution and pore-water diffusion. Modeled solid components
which are subject to sediment burial are opal, particulate organic matter
(POM), calcite and clay.

We do not model weathering of silicate and carbonate rocks
explicitly and assume that weathering of carbonate and silicate
rocks remained constant over the past 20,000 years. This assumption
appears justified given the large uncertainties and conflicting sugges-
tions on glacial-interglacial changes in weathering (e.g., Munhoven,
2002; Vance et al., 2009) and, more important, by the small potential of
weathering to affect atmospheric CO, and isotopes on the millennial
time scales considered in this study. Technically, the weathering-burial
cycle is treated in the following way. Carbon and '*C, alkalinity (Alk)
and nutrients are lost from the model system by the burial flux of calcium
carbonate, opal, and organic matter leaving reactive sediments and en-
tering the lithosphere. This loss is balanced by a corresponding riverine
input flux assumed to result from the weathering of silicate and carbon-
ate rocks during model spin-up. The steady-state weathering input flux,
diagnosed at the end of the spin-up, is 0.401 GtC yr~ ! and has an isotopic
13C signature of —8.5% and a carbon to alkalinity molar ratio close to 1.
This flux is kept constant throughout the simulation.

A simple 4-box representation of the terrestrial biosphere according
to Siegenthaler and Oeschger (1987) is coupled to the atmosphere. A
stimulation of net primary productivity (NPP) by elevated CO, is
parameterized using a logarithmic dependency of NPP on atmospheric
CO, (NPP(CO3)) =NPP(COy0 x (14 x In(CO,/C0,p))). Soil and lit-
ter turnover rates, k, are taken to vary with global mean surface air tem-
perature, T according to k(T)=kyoxQ{h~'99/1%C_The response to
changing atmospheric CO, and temperature has been tuned toward the
Lund-Potsdam-Jena dynamic global vegetation model (DGVM) (Sitch et
al,, 2003). The fertilization factor 3 is set to 0.3, NPP is 60 GtCyr—!,
CO, concentration is 278 ppm, and Q is 1.3. Carbon isotopes 14C and
13C are represented in all model components (Tschumi et al., 2011).

For the simulation presented here, we use a perturbation approach.
The realistic simulation of the transient deglacial CO, evolution is be-
yond the scope of this study. The model is spun up following a similar
procedure as described in Tschumi et al. (2011). A relatively well-
constrained and documented preindustrial initial state (with 278 ppm
atmospheric CO,) is obtained which is then perturbed with the volcanic
forcing. The choice of a preindustrial state as a starting point for our vol-
canic perturbation experiments seems justified as most of the applied
volcanic CO, is released during the late termination and the Holocene,
a period where atmospheric CO, is generally well above ~240 ppm
and closer to late Holocene than Last Glacial Maximum concentrations.
Using an initial steady state with boundary conditions typically for the
Last Glacial Maximum would probably lead to a higher oceanic carbon
uptake than the preindustrial steady state as the Revelle factor is lower
under lower CO, (higher buffering capacity).

The remaining drift in a 40 kyr control simulation is 95x 1073
ppmkyr~' for CO, 2.0x10~*%.kyr—! for 8'3C and 23x107 %%
kyr ! for A™C. All results presented are corrected for this slight drift.

Model performance is discussed for a range of water mass, biogeo-
chemical, and ventilation tracers in earlier publications for the ocean
only model (Miiller et al., 2006; Parekh et al., 2008; Tschumi et al.,
2008, 2011) and for the coupled ocean-EBM model (Ritz et al.,
2011). Marine biogeochemical properties and tracer distributions are
similar for the ocean only and the coupled model. Here, we present in ad-
dition a comparison between the simulated and data-based distribution
of carbonate ion concentrations (Fig. 1); concentrations are expressed as
deviations from the saturation concentration relative to calcite, ACO3~.
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Fig. 1. Modern distribution of the carbonate ion concentration relative to the saturation concentration with respect to calcite, ACt O§’ ,along a transect through the Atlantic, Southern Ocean
and Pacific. The upper panel shows the model steady-state for preindustrial conditions, while the lower panel shows preindustrial values derived from the GLODAP/WOCE data.

The model is able to represent the large-scale gradients in ACO2~, major
water masses, and the calcite saturation horizon (ACO3™ = 0) which
separates water masses that are over- and undersaturated with respect
to calcite. A major data-model misfit is in the North Pacific where the
model overestimates ACO3~ and where the simulated saturation horizon
is much deeper than observed. This is linked to modeled low surface pro-
ductivity and organic matter export in the North Pacific and correspond-
ingly low nutrient and high AC O%’ concentrations at depth.

2.2. Experimental setup

The release of CO, and '3C by volcanoes is prescribed as input into
the atmosphere.

Following the procedure described in Huybers and Langmuir
(2009) 10,000 realizations of volcanic activity (relative to modern)
histories are randomly computed. Upper and lower estimates are
derived from these timeseries by requiring that 90% of the data points
for each time-interval (2 kyr) fall within the upper and lower esti-
mates. The mean-activity scenario is defined as the average over all
realizations (Fig. 2A). Now these 3 timeseries are multiplied with
the best estimate (34.1 MtC yr—') for the modern subaerial CO, flux
(dark gray range in Fig. 2B) and their high and low estimates with a

high (409 MtCyr~') and low (273 MtCyr—') estimate for the
modern subaerial volcanic flux (light gray shading in Fig. 2B). The
applied range of modern volcanic CO, fluxes of 34.1 4 6.8 MtC yr ™!
corresponds to 125425 MtCO,, as proposed by Huybers and
Langmuir (2009). A possible, but likely small reduction in submarine
carbon fluxes from volcanism in response to rising sea level is not
taken into account.

In total, 181, 226, 717, 1695, and 2011 GtC are released in these five
scenarios between 40 and 0 ka BP in the Bern3D model. For the period
20-0 ka BP, for which results are discussed in this study, the emissions
are 249, 312, 721, 1558 and 1870 GtC. We note that the use of these
five scenarios in the Bern3D is a simplification compared to a full
Monte Carlo approach with 10,000 individual emissions histories. The
upper and lower bound scenarios constrain the emissions consistent
with the approach of Huybers and Langmuir (2009) for any given time
interval and therefore to some extent also the CO, change within this
time interval. This approach seems justified as the upper, lower and
central CO, evolution shown by Huybers and Langmuir (2009) and
obtained from 10,000 simulations are close to our results.

The stable isotopic signature of volcanic emissions is uncertain. It
depends on the relative mixing ratio of different magma types such
as MORB-type basalts, marine limestone and organic sediments and
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measured isotopic signals vary considerably between different sources.
For examples, Sano and Marty (1995) found the range of §'>C signatures -10 -10
18-14.8 14.8-11.0 11.0-7.0 7.0-0.45

of tropical volcanoes to be —4.4 + 2.2%., while in a more recent compi-
lation studied by Deines (2002), corresponding 6'3C values scatter
around — 5%.. No explicit measurements for volcanoes in high latitudes
are available to us. To take into account this uncertainty in volcanic 6'3C,
we apply an isotopic signature of the volcanic CO, flux of —2.0%.,
—5.0% or —8.0% together with each of the five carbon emission
scenarios. Volcanic emissions are free of radiocarbon as the mean life
time of 8267 yr is short compared to the residence time of carbon in
the lithosphere.

Explosive volcanic eruptions have an effect of a net cooling of the
lower atmosphere for the duration of a few years to decades. This cool-
ing is due to sulfur emissions and formation of sulfate aerosols in the
stratosphere. The cooling and related climate changes causes a, likely
small, positive carbon cycle-climate feedback by a reduction in atmo-
spheric CO, forcing (Frolicher et al., 2011) and a redistribution of carbon
between the land biosphere, the ocean and the atmosphere. However,
sulfate aerosols are largely removed from the stratosphere within
years, but the CO, transferred from the lithosphere to the atmosphere
alters atmospheric CO, and its radiative forcing over many millennia.
Here, we account for the radiative forcing by this additional CO,, but do
neglect radiative forcing by sulfate aerosols. We also neglect the potential
influence of volcanic induced iron input on marine biogeochemical cycles
and related feedbacks. All other boundary conditions, including the
weathering fluxes, are kept at preindustrial conditions.

3. Results

Modeled atmospheric CO, increases over the glacial termination
(18 to 11 ka BP) and the early Holocene to reach a peak value around
6 ka BP (Fig. 3A). Thereafter, CO, decreases slowly due to the strong
decrease in emissions and the multi-millennial response time of
ocean carbonate sediment compensation. The mid-Holocene peak
anomaly is 46 ppm for the central scenario and the range is 13 to
142 ppm for the five volcanic carbon emission scenarios. Slightly
lower changes are found when climate was kept constant in the sim-
ulations. The airborne fraction is 12% at the end of the simulations.
These low airborne fractions reflect the millennial time scale of the

time interval [kyr B.P.]

Fig. 3. A) Simulated changes in atmospheric CO, for the past 20 kyr in response to pre-
scribed volcanic CO, outgassing for the five scenarios shown in Fig. 2B (shaded areas
and solid line). In addition, changes are also given for a simulations without the
ocean sediment module (dashed green), and a simulation without climate change
(dotted line; radiative forcing by CO, set to zero). The ice core CO, record from
Dome C, Antarctica (Monnin et al., 2004) is shown by blue symbols. B) Atmospheric
CO, changes for 4 key time intervals. Gray: modeled volcanic contribution, blue: ice
core data (Monnin et al.,, 2004) with blue shading indicating one standard deviation
and two standard deviations.

volcanic emissions permitting that most of the volcanic emissions
are removed from the atmosphere by the ocean and ocean-sediment
interactions. The simulated CO, changes are substantial compared to
the magnitude of the reconstructed increase of 100 ppm from the
LGM to the late Holocene.

Simulated atmospheric CO, changes would be larger without
ocean-sediment interactions. The atmospheric CO, increase by the
end of the simulation is 60 ppm in a run without the sediment
module compared to 40 ppm simulated in the standard setup and
for the central scenario. The influence of sediment-ocean interaction
emerges in the early Holocene and becomes particularly large during
the late Holocene in accordance with the typical response time of
about 7 kyr for sediment carbonate compensation in our model
(Fig. 3, green dashed and solid lines).

Sediment carbonate compensation may be briefly described in the
following way. CO, is a weak acid and CO, uptake by the ocean
causes, through acid-base equilibria between dissolved CO, and
bicarbonate and carbonate ion CO§’ , a decrease in pH and in
CO%™. In turn, the saturation state of water with respect to calcium
carbonate (CaCOs) is lowered and the saturation horizon separating
oversaturated from undersaturated water with respect to CaCOs
shoals. This shoaling triggers the dissolution of CaCO3 sediments, pre-
viously bathed in oversaturated water, into calcium ions and CO%~.
The release of CO3~ increases alkalinity twice as much as DIC and
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provokes a decrease in dissolved CO, which then allows the ocean to
take up additional CO, from the atmosphere by air-sea gas exchange.
In the long run and in the absence of emissions or any other forcings,
the saturation horizon relaxes back to its initial location such that the
loss of CaCOs5 by sediment burial is balanced again by the input of DIC
and alkalinity by the weathering flux.

In the following, oceanic changes are discussed as anomalies
between 20 ka BP and the late Holocene (i.e. 0 ka BP). The uptake of
volcanic CO, from the atmosphere raises the dissolved inorganic carbon
(DIC) pool and forces deep ocean pH to decrease by 0.06 (0.02 to 0.16)
units. coﬁ* is simulated to decrease by about 9umoll~' (4 to
20 pmol 17 1) in our model (Figs. 5A and 6A). The saturation horizon
shoals on global average by about 440 m (150 to 1500 m). The modeled
upward shift for the central scenario is larger in the Pacific (520 m) than
in the Atlantic (280 m, Fig. 5A). The CaCOs content in surface sediments
decreases considerably near the lysocline. Simulated dissolution of
CaCO5 amounts to 120 GtC (40 to 270 GtC) until the end of the simula-
tion and whole-ocean alkalinity increases by 41 peq 1~ (Fig. 5C). In
conclusion, the chemistry of the deep ocean and ocean sediments gets
perturbed considerably by the assumed volcanic emissions.

Simulated changes in &'3C of atmospheric CO, are small compared to
the reconstructed variations for the past 20 kyr of order 0.3%. (Fig. 4A).
5'3C varies by less than 0.02%. for the central scenario. Simulated changes
are between — 0.13%. and + 0.12%. for the fifteen simulations. This range
is caused about equally by the spread in the prescribed isotopic signature
of volcanic emissions and by the range in carbon emissions. Small
changes are also simulated for the 8'3C signature of DIC in the ocean
(Figs. 5B and 6B). The global ocean average &'>C of DIC is within a
range of 4-0.14 for the range of simulations.

The small 6'3C changes in response to volcanic emissions are caused
by small differences between the isotopic signatures of the relevant
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Fig. 4. A) Simulated changes in (A) 'C and (B) A'C of atmospheric CO, for the past
20 kyr in response to volcanic CO, emissions. In panel a, the light gray area spans the
results from simulations where CO, emissions are from the highest (2011 GtC) scenar-
io combined with low (—8%.) and high (—2%.) estimates of their 5'>C signature; re-
sults for the central CO, emission scenario (717 GtC) with low, central (—5%.), and
high estimates of the 5'>C signature are shown by the dark gray area and the solid
line. Ice core data from Elsig et al. (2009) and Lourantou et al. (2010) is shown in
blue. The two records were shifted relative to each other by 0.15%. such that they over-
lap between 11 and 9 kyr and the data are given as anomalies relative to 20 ka BP for
better comparison. In panel B, gray shadings and the solid line indicate A'C results
for the five CO, emission scenarios shown in Fig. 2; volcanic CO, emissions are free
of radiocarbon. IntCal09 data (blue line) (Reimer et al., 2009) are shown as anomalies
relative to 20 ka BP.

fluxes and reservoirs. Small positive 5'3C anomalies for atmospheric
CO, and whole ocean DIC are simulated for an assumed volcanic signa-
ture of —2%. and small negative anomalies for a signature of —8%. and
explained as follows.

5'3C of volcanic emissions (— 5= 3%.) is intermediate between the
initial atmospheric signature (—6.3%.) and the mean initial signature
of the ocean-atmosphere-land carbon inventory (—0.9%. in the
Bern3D model). Addition of volcanic carbon tends to increase the atmo-
spheric signature to less negative values, whereas it tends to decrease
the mean signature of the coupled atmosphere-ocean-land biosphere
system on decadal-to-multi century time scales. The net growth of
land vegetation of 50 GtC (12 to 130 GtC) as a response to elevated
CO, increases atmospheric 6'>C. On millennial-time scales, carbonate
sediments with a slightly higher 6'C than DIC in the deep ocean (2.9
vs 0.5%.), are dissolved. The effect of the dissolution of isotopically
heavy calcium carbonate causes the development of a positive 5'>C
anomaly in the deep ocean (Fig. 5B) and tends to increase 5'C in the
ocean and atmosphere. In brief, the sign of the 5'>C anomalies depends
on the complex temporal interplay between the different carbon
reservoirs and the assumed signature of the volcanic emissions.

Simulated changes in atmospheric A'#C are small compared to the
reconstructed decrease of 400%. from the LGM to the late Holocene.
The addition of carbon in the form of '?C and '3C, but free of '“C, forces
a decrease in the '“C to '2C isotopic ratio. Simulated atmospheric A'*C
decreases by about 26%. (10 to 69%.) during the period from 15 to
6 ka BP and stays approximately constant thereafter. In the same time
interval, the decrease in whole ocean A'*C of DIC is smaller and about
12%. (6 to 30%.) in the central scenario. The average decrease of 17%.
in the atmosphere-ocean-land system corresponds roughly to the
increase in carbon by volcanic input of 717 GtC compared to the initial
modeled inventory of 39,100 GtC: 717/39,100 =~ 18%..

4. Comparison with proxy records, discussion, and conclusion

The goal of this section is to compare the model results with available
proxy data and to discuss the implication for the volcanic carbon emission
hypothesis.

Volcanic emissions provoke substantial changes in the carbonate ion
concentration and in the lysocline depth. Suitable reconstructions could
potentially provide therefore a constraint on the volcanic emission hy-
pothesis. However, as noted by Chiu and Broecker (2008) reconstruction
of paleocarbonate is challenging because the existing paleo- CO%"
indices have limitations. Furthermore, other processes, such as changes
in terrestrial storage or coral reef growth, of uncertain magnitude could
mask a CO%~ signal from volcanic emissions.

Many studies indicate a better preservation of calcite and similar or
higher concentrations of CO3™ or alkalinity during the LGM than today
in the deep Pacific (Broecker and Clark, 2001). Broecker et al. (1999,
2001) found enhanced calcite preservation, a deglacial preservation
peak, in the interval from 13 ka BP to 7 ka BP in the western deep Atlantic
and the equatorial deep Pacific. Marchitto et al. (2005) reconstructed for
the equatorial deep Pacific a C o§* peak of 25-30 umol kg~ ! during the
termination I with the CO%’ rise preceding ice sheet melting. Yu et al.
(2010) find a maxima in CO3~ during the termination at 3.4 km depth
and little change at 2.3 km in the equatorial Pacific (Fig. 6A).

Results for the difference in C o§- concentration and lysocline depth
between the LGM and today vary across studies and seem conflicting
(Zeebe and Marchitto (2010) and references therein). For example,
Farrell and Prell (1989) reconstructed deeper lysocline depth by 400
to 800 m compared to today for the last nine glacials and from cores
drilled in the equatorial Pacific. In contrast, Wu et al. (1991) used
percent carbonate content to infer a 1 km shallower lysocline for the
LGM than today. Rickaby et al. (2010) state that the deep waters in the
Weddell Sea experienced elevated alkalinity by ~25 pmol kg~ ' during
the cool period of each glacial cycle and that this signal of less corrosive
deep water emanating from the Southern ocean likely accounts for the
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higher carbonate accumulation seen across the glacial Southern and Pa-
cific Ocean. Anderson and Archer (2002) found little change in the
C0%~ gradient during the LGM in comparison to today for the Atlantic,
Pacific, and Indian Ocean. On the other hand, Fehrenbacher and Martin
(2011) suggest that CO3~ was on average 7-27 umolkg~! lower
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Fig. 6. A) Model results for the anomaly in carbonate ion concentration in the interme-
diate equatorial Pacific compared to sediment core proxies (Marchitto et al., 2005; Yu
etal., 2010). B) Change in global ocean 6'>C of DIC in the deep and intermediate depths
compared to the benthic 5'>C compilation of Oliver et al. (2010) representing averages
over available records (blue).

between 2.5 and 4.0 km in the western equatorial Pacific implying
more undersaturated waters in the deep Pacific during the LGM and a
~1 km or more shoaling of the lysocline relative to the modern.

The volcanic emission hypothesis yields small CO3™~ changes over the
early phase of the termination and the past 5 ka and a nearly uniform
whole ocean decrease of 8 pumol kg~ ! (4 to 17 umol kg~ ') from 14 ka
BP to 5 ka BP (Figs. 5A and 6A). Thus, the volcanic hypothesis cannot ex-
plain the reconstructed deglacial peak in CO%’ and may appear in con-
flict with the enhanced calcite preservation reconstructed by Broecker
etal. (1999) and Broecker et al. (2001) for the early Holocene. Whatever
caused the deglacial CO§’ peak, one expects that the carbonate system
and deep ocean CO§’ relax toward its state before the perturbation to
achieve balance between weathering input and burial. A decline in
CO§’ after the peak appears thus to be a natural consequence of the ini-
tial perturbation causing the peak. There are other known processes that
affect the CO3~ evolution during the termination and the Holocene such
as enhanced shallow water carbonate deposition related to sea level rise
or the sediment compensation of a deglacial uptake of CO, by the land
biosphere (Broecker et al., 1999; Kleypas, 1997; Vecsei and Berger,
2004). This makes it difficult to draw firm conclusions from this proxy.

Next, we discuss the volcanic emission hypothesis in the context of
the ice core CO, record and related studies. We distinguish for simplicity
four time periods, namely the early part of the last glacial termination
from 18 to 14.8 ka BP, the second part of the termination from 14.8 to
11 ka BP, the early Holocene from 11 to 7 ka BP and the late Holocene
(after 7 ka BP), and focus on results from the central scenario (Fig. 3B).
As noted above, simulated changes in '>C and A'*C are small compared
to reconstructed isotopic variations. Carbon cycle processes other than
volcanic emissions must explain the isotopic variations and volcanic
emissions cannot explain all deglacial carbon cycle changes.

Atmospheric CO, increased by almost 40 ppm in the early part of the
termination. Volcanic emissions hardly do contribute to the initial CO,
rise at the start of the termination and explain, according to the emission
reconstructions of Huybers and Langmuir (2009), only a contribution of
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3.5 ppm by 14.8 ka BP. It is very likely that other mechanisms than vol-
canic emissions were responsible for the onset of the deglaciation and
the CO, rise in the early part of the termination as already noted by
Huybers and Langmuir (2009).

Similarly, simulated CO, differences between 7 ka and the prein-
dustrial period (1750 AD) remain small for the range of volcanic
emissions scenarios; there is an increase of about 5 ppm from 7 ka
to 6 ka BP and a decrease of the same magnitude in the past 6 ka for
the central emission scenario. In contrast, atmospheric CO, increased
by 20 ppm during the last 7 kyr before the industrialization. Again,
other processes must be responsible for this late Holocene CO,
increase.

Atmospheric CO, rose by another 40 ppm until the onset of the
Holocene. The simulated CO, increase over the period from 14.8 to
11 ka BP is about half of the reconstructed increase for the central sce-
nario. Then, other processes are needed to explain the atmospheric
CO, record and the simulated isotopic changes and changes in CO%’.
A significant contribution by volcanic emissions during the second
part of the termination as stipulated by Huybers and Langmuir (2009)
appears not in conflict with available evidence as a range of processes
likely influenced atmospheric CO,, carbon isotopes, CO%’, and the
carbon cycle over the termination.

Atmospheric CO, decreased by about 5 ppm in the early Holocene
(11 to 7 ka BP). The reconstructed decrease is in strong contrast to the
simulated CO, increase of 22 ppm during the same period and for the
standard volcanic emission model setup. This implies that a strong
additional carbon sink, offsetting the difference of 27 ppm, must have
operated if volcanic emissions were indeed as large as postulated.

The land biosphere could have been such a sink. Ice core data of
8'3C0O, as well as analyses of peat carbon (Yu, 2011) indicate that
the terrestrial land biosphere acted as a carbon sink during the early
Holocene. Quantitative analyses of the ice core §'3C and CO,, records
yield a terrestrial uptake of about 224 4 35 GtC (Elsig et al., 2009)
and a related atmospheric CO, decrease of about 15 ppm during the
period 11 to 7 ka BP (Elsig et al., 2009).

There are known carbon sources to the atmosphere in the early
Holocene (Menviel and Joos, 2012). These include coral reef build-up
and other shallow water carbonate deposition (SWCD) (Ridgwell et al.,
2003; Vecsei and Berger, 2004) in the wake of deglacial sea level rise
and carbonate compensation of land uptake during the glacial termina-
tion (18 to 11 ka BP) (Joos et al., 2004) as well as minor contributions
from other sediment-ocean interactions and sea surface temperature
changes. Goodwin et al. (2011) also suggest in addition that a weakening
of the marine biological cycle contributed to the CO, increase. On the
other hand, no major oceanic sink has yet been identified for the early
Holocene period. Menviel and Joos (2012) reproduced the Holocene re-
cords of atmospheric CO, and 5'C as well as the spatio-temporal
evolution of 8'3C and carbonate ion concentration in the deep sea by
applying published scenarios for coral reef build-up and atmosphere-
land biosphere fluxes and orbital and ice sheet forcings in the Bern3D
model. These authors quantify early Holocene source processes to be
equivalent to a CO, increase of 10 ppm between 11 and 7 ka BP.

Accordingly, the land biosphere being the only relevant sink for
atmospheric CO, in the early Holocene, vegetation growth and volcanic
emissions together must result in an early Holocene CO, decrease of at
least ~5 ppm CO, to be consistent with the ice core data.

To asses to the compatibility of these two forcings, additional simu-
lations were carried out applying both the proposed volcanic emission
scenarios and the Holocene land-uptake history by Elsig et al. (2009).
In addition, a simulation forced by the Elsig land uptake history alone,
without volcanic emissions, was performed to further distinguish the
influence of the two forcings. The prescribed land-scenario and net
emissions are shown in Fig. 7A while the results of atmospheric CO,
and 6'3CO, anomalies in the time interval from 13 ka to 4 ka BP are
shown in Fig. 7B and C. To facilitate the comparison within this time-
period, simulated ACO, have been set to 0 ppm for all scenarios at
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Fig. 7. A) Prescribed net carbon flux into the atmosphere and B) simulated changes in
atmospheric CO, and ¢) §'3C for scenarios including volcanic carbon emissions and ter-
restrial carbon uptake. Simulated changes are relative to 11 kyr BP. Volcanic emissions
are as in Fig. 2B. Land-to-atmosphere fluxes are prescribed following Elsig et al. (2009)
in all simulations (purple line in panel A). The solid black lines and shadings are for the
central and bounding volcanic emission cases combined with the Elsig land uptake sce-
nario. The purple lines in panel B and C are from a simulation with land uptake as the
only forcing. The dashed line in panel A indicates volcanic emissions for the central sce-
nario. Ice core data are given by blue symbols (Elsig et al., 2009; Lourantou et al., 2010).

11 ka BP. Any other processes that could had increased atmospheric
CO,, including earlier changes in land biosphere carbon inventory, are
neglected in these simulations. The comparison of simulated and ice
core CO, provides thus a likely upper bound case for the influence of
volcanic emissions on CO, during this period.

Forcing the model with the land scenario only yields a CO, decrease
of almost 20 ppm. Applying the lowest up to the central volcanic
scenario in combination with Holocene land uptake indeed yields a
small CO, decrease after 11 ka BP (3 ppm in the central scenario). This
decrease mainly results from the ocean-uptake of the preceding volca-
nic emission peak which is also centered at 11 ka BP, tending to lower
atmospheric CO, as the atmosphere-ocean-sediment system relaxes
as net emissions tend to vanish at ~9 ka BP, as shown in Fig. 7A. For
the higher scenarios, the measured CO, drawdown becomes more and
more difficult to explain, at least with the land biosphere scenario
from Elsig et al. (2009).

Next, we discuss to which extent volcanic emissions influence the
8'3C evolution in combination with the land uptake and thus earlier in-
terpretations of the 8'C record. As in Menviel and Joos (2012), the sim-
ulated atmospheric 6'3C increase due to Holocene land forcing alone
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explains about half of the measured early Holocene 6'>C increase
(Fig. 7C). More important in the current context, simulated atmospheric
5'3C evolutions for the scenarios with or without volcanic emissions are
very similar; the 8'3C change is less than 0.02%. smaller for the
combined land and central volcanic emission history than for the land
only scenario (Fig. 7C). In other words, volcanic emissions in combina-
tion with other plausible forcings do hardly affect the evolution of
atmospheric 5'3C over the Holocene.

In conclusion, the ice core CO, and 8'C records (Elsig et al., 2009)
and reconstructions of shallow water carbonate deposition for the
early Holocene (Ridgwell et al., 2003; Vecsei and Berger, 2004) appear
incompatible with the central and higher volcanic CO, emission range
of Huybers and Langmuir (2009) during the early Holocene. Volcanic
emissions situated between the lower and the central scenario may be
compatible with available proxy data, as uncertainties in our under-
standing of Holocene carbon sources and sink processes and in their
timing remain.

The problem with the volcanic scenarios is apparently in the timing
of the emissions which peak in the early Holocene, a period of decreasing
atmospheric CO,. This timing seems to be an inevitable consequence of
the mechanism, depressurization and increased magma production
due to ice melting, proposed by Huybers and Langmuir (2009) and the
known pace of ice sheet retreat. Ice sheet melting lags the rise in atmo-
spheric CO, over the termination (Shackleton, 2000). A much earlier
start of volcanic emissions by this mechanism than reconstructed by
Huybers and Langmuir (2009) thus appears unlikely, although uncer-
tainties remain as there are volcanic regions that have experienced
deglaciation near 12 ka BP (Huybers and Langmuir, 2009). A later peak
in emissions could have contributed to the late Holocene CO, rise, but
would not help to explain the CO, increase over the glacial termination
from 18 to 11 ka BP. In summary, our results suggest that volcanic
emissions do not play a dominant role in regulating glacial-interglacial
CO, variations.

Acknowledgments

This study received support by the European Commission through
the FP7 projects Past4Future (grant no. 243908), CARBOCHANGE
(grant no. 264879) and by the Swiss National Science Foundation.
We thank P. Hyubers for providing the emission data.

References

Anderson, D.M., Archer, D., 2002. Glacial-interglacial stability of ocean pH inferred
from foraminifer dissolution rates. Nature 416, 70-73.

Arrhenius, S., 1896. On the influence of carbonic acid in the air upon the temperature of
the ground. Philos. Mag. J. Sci 41, 237-276.

Broecker, W.S,, Clark, E., 2001. Glacial-to-Holocene redistribution of carbonate ion in
the deep sea. Science 294, 2152-2155.

Broecker, W.S., Clark, E., McCorkle, D.C., Peng, T.H., Hajdas, 1., Bonani, G., 1999. Evidence
for a reduction in the carbonate ion content of the deep sea during the course of
the Holocene. Paleoceanography 14, 744-752.

Broecker, W.S., Lynch-Stieglitz, ., Clark, E., Hajdas, ., Bonani, G., 2001. What caused the
atmosphere's CO, content to rise during the last 8000 years? Geochem. Geophys.
Geosyst. 2, 1062-1074.

Chiu, T.C., Broecker, W.S., 2008. Toward better paleocarbonate ion reconstructions:
new insights regarding the CaCOs size index. Paleoceanography 23, PA2216.

Deines, P., 2002. The carbon isotope geochemistry of mantle xenoliths. Earth Sci. Rev.
58, 247-278.

Duplessy, ., Shackleton, N., Fairbanks, R., Labeyrie, L., Oppo, D., Kallel, N., 1988. Deepwater
source variations during the last climatic cycle and their impact on the global deepwater
circulation. Paleoceanography 3, 343-360.

Edwards, N.R., Willmott, AJ., Killworth, P.D., 1998. On the role of topography and wind
stress on the stability of the thermohaline circulation. J. Phys. Oceanogr. 28, 756-778.

Elsig, J., Schmitt, J., Leuenberger, D., Schneider, R., Eyer, M., Leuenberger, M., Joos, F.,
Fischer, H., Stocker, T.F,, 2009. Stable isotope constraints on Holocene carbon
cycle changes from an Antarctic ice core. Nature 461, 507-510.

Farrell, JW., Prell, W.L, 1989. Climatic change and CaCO; preservation: an 800,000 year
bathymetric reconstruction from the Central Equatorial Pacific Ocean. Paleoceanography
4, 447-466.

Fehrenbacher, ], Martin, P., 2011. Western equatorial Pacific deep water carbonate chemistry
during the Last Glacial Maximum and deglaciation: using planktic foraminiferal Mg/Ca

to reconstruct sea surface temperature and seafloor dissolution. Paleoceanography 26,
PA2225.

Frélicher, T.L., Joos, F., Raible, C.C., 2011. Sensitivity of atmospheric CO, and climate to
explosive volcanic eruptions. Biogeosci. Discuss. 8, 2957-3007.

Gehlen, M., Bopp, L., Emprin, N., Aumont, O., Heinze, C., Ragueneau, O., 2006. Reconciling
surface ocean productivity, export fluxes and sediment composition in a global
biogeochemical ocean model. Biogeosciences 3, 521-537.

Goodwin, P., Oliver, K.I.C., Lenton, T.M., 2011. Observational constraints on the causes
of Holocene CO, change. Glob. Biogeochem. Cycles 25, GB3011.

Heinze, C., Maier-Reimer, E., Winguth, A.MLE., Archer, D., 1999. A global oceanic sediment
model for long-term climate studies. Glob. Biogeochem. Cycles 13, 221-250.

Huybers, P., Langmuir, C., 2009. Feedback between deglaciation, volcanism, and atmospheric
CO.. Earth Planet. Sci. Lett. 286, 479-491.

Jansen, E., Overpeck, ., Briffa, K.R., Duplessy, ].C., Joos, F., Masson-Delmotte, V., Olago, D.,
Otto-Bliesner, B., Peltier, W.R,, Rahmstorf, S., Ramesh, R, Raynaud, D., Rind, D.,
Solomina, O., Villalba, R., Zhang, D., 2007. Palaeoclimate. In: Solomon, S., Qin, D.,
Manning, M., Chen, Z,, Marquis, M., Averyt, K.B., Tignor, M., Miller, H.L. (Eds.), Climate
Change 2007: the physical science basis. : Working Group I Contribution to the Fourth
Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge
University Press, pp. 433-497.

Joos, F., Gerber, S., Prentice, 1.C,, Otto-Bliesner, B.L, Valdes, PJ., 2004. Transient simulations
of Holocene atmospheric carbon dioxide and terrestrial carbon since the Last Glacial
Maximum. Global Biogeochem. Cycles 18.

Kleypas, J.A., 1997. Modeled estimates of global reef habitat and carbonate production
since the Last Glacial Maximum. Paleoceanography 12, 533-545.

Kéhler, P., Fischer, H., Munhoven, G., Zeebe, R., 2005. Quantitative interpretation of
atmospheric carbon records over the last glacial termination. Glob. Biogeochem.
Cycles 19, GB4020.

Lourantou, A., Lavric, J.V., Kohler, P., Barnola, J.M., Paillard, D., Michel, E., Raynaud, D.,
Chappellaz, J., 2010. Constraint of the CO, rise by new atmospheric carbon isotopic
measurements during the last deglaciation. Glob. Biogeochem. Cycles 24, GB2015.

Liithi, D., Le Floch, M., Bereiter, B., Blunier, T., Barnola, .M., Siegenthaler, U., Raynaud, D.,
Jouzel, ., Fischer, H., Kawamura, K., Stocker, T.F., 2008. High-resolution carbon dioxide
concentration record 650,000-800,000 years before present. Nature 453, 379-382.

Maclennan, J., Jull, M., McKenzie, D., Slater, L., Gronvold, K., 2002. The link between volcanism
and deglaciation in Iceland. Geochem. Geophys. Geosyst. 3, 1062-1078.

Maier-Reimer, E., 1993. Geochemical cycles in an ocean general circulation model.
Preindustrial tracer distributions. Glob. Biogeochem. Cycles 7, 645-677.

Marchitto, T.M., Lynch-Stieglitz, ]., Hemming, S.R., 2005. Deep Pacific CaCO5; compensation
and glacial-interglacial atmospheric CO,. Earth Planet. Sci. Lett. 231, 317-336.

Menviel, L., Joos, F, 2012. Towards explaining the Holocene carbon dioxide and carbon
isotope records: Results from transient ocean carbon cycle-climate simulations.
Paleoceanography 24/PA1207.

Monnin, E., Steig, EJ., Siegenthaler, U., Kawamura, K., Schwander, J., Stauffer, B.,
Stocker, T.F.,, Morse, D.L, Barnola, .M., Bellier, B,, Raynaud, D., Fischer, H., 2004.
Evidence for substantial accumulation rate variability in Antarctica during the
Holocene, through synchronization of CO, in the Taylor Dome, Dome C and DML
ice cores. Earth Planet. Sci. Lett. 224, 45-54.

Miiller, S.A., Joos, F., Edwards, N.R,, Stocker, T.F., 2006. Water mass distribution and ventilation
time scales in a cost-efficient, three-dimensional ocean model. J. Climate 19, 5479-5499.

Munhoven, G., 2002. Glacial-interglacial changes of continental weathering: estimates
of the related CO, and HCO53 flux variations and their uncertainties. Global Planet.
Change 33, 155-176.

Najjar, R.G., Orr, J., Sabine, C.L., Joos, F., 1999. Biotic-cHOWTO. Internal OCMIP Report.
Technical Report. LSCE/CEA Saclay, Gif-sur-Yvette, France.

Narcisi, B., Petit, .R., Chappellaz, J., 2010. A 70 ka record of explosive eruptions from the
TALDICE ice core (Talos Dome, East Antarctic plateau). J. Quatern. Sci. 25, 844-849.

Nowell, D.A.G., Jones, M.C., Pyle, D.M., 2006. Episodic quaternary volcanism in France
and Germany. J. Quat. Sci. 21, 645-675.

Oliver, KI.C., Hoogakker, B.A.A., Crowhurst, S., Henderson, G.M., Rickaby, REM.,
Edwards, N.R., Elderfield, H., 2010. A synthesis of marine sediment core '>C data
over the last 150 000 years. Clim. Past 6, 645-673.

Orr, J., Najjar, R.G., 1999. Abiotic-HOWTO. Internal OCMIP Report. Technical Report.
LSCE/CEA Saclay, Gif-sur-Yvette, France.

Parekh, P., Joos, F., Miiller, S.A., 2008. A modeling assessment of the interplay between
aeolian iron fluxes and iron-binding ligands in controlling carbon dioxide fluctuations
during Antarctic warm events. Paleoceanography 23, PA4202.

Petit, J.R., Jouzel, J., Raynaud, D., Barkov, N.I, Barnola, J.M., Basile, I, Bender, M.,
Chappellaz, J., Davis, M., Delaygue, G., Delmotte, M., Kotlyakov, V.M., Legrand, M.,
Lipenkov, V.Y., Lorius, C., PEpin, L, Ritz, C,, Saltzman, E., Stievenard, M., 1999. Climate
and atmospheric history of the past 420,000 years from the Vostok ice core, Antarctica.
Nature 399, 429-436.

Reimer, PJ., Baillie, M.G.L, Bard, E., Bayliss, A., Beck, JW., Blackwell, P.G., Ramsey, C.B.,
Buck, CE., Burr, G.S., Edwards, RL., Friedrich, M., Grootes, P.M., Guilderson, T.P.,
Hajdas, I, Heaton, TJ., Hogg, A.G., Hughen, K.A, Kaiser, K.F.,, Kromer, B., McCormac,
F.G., Manning, S.W., Reimer, RW., Richards, D.A., Southon, J.R,, Talamo, S., Turney,
C.S.M.,, van der Plicht, ], Weyhenmeye, C.E., 2009. IntCal09 and Marine09 radiocarbon
age calibration curves, 0-50,000 years cal BP. Radiocarbon 51, 1111-1150.

Rickaby, R.E.M.,, Elderfield, H., Roberts, N., Hillenbrand, C.D., Mackensen, A., 2010. Evi-
dence for elevated alkalinity in the glacial Southern Ocean. Paleoceanography 25,
PA1209.

Ridgwell, AJ., Watson, AJ., Maslin, M.A,, Kaplan, J.0., 2003. Implications of coral reef
buildup for the controls on atmospheric CO, since the Last Glacial Maximum.
Paleoceanography 18, 1083.

Ritz, S.P., Stocker, T.F,, Joos, F., 2011. A coupled dynamical ocean energy balance atmosphere
model for paleoclimate studies. J. Climate 24, 349-375.



3.1. VOLCANIC CONTRIBUTIONS TO G-IG CO, VARIATIONS?

73

R. Roth, F. Joos / Earth and Planetary Science Letters 329-330 (2012) 141-149 149

Robinson, LF., Adkins, J.F., Keigwin, L.D., Southon, J., Fernandez, D.P., Wang, S.L,
Scheirer, D.S., 2005. Radiocarbon variability in the Western North Atlantic during
the last deglaciation. Science 310, 1469-1473.

Sano, Y., Marty, B., 1995. Origin of carbon in fumarolic gas from island arcs. Chem. Geol.
119, 265-274.

Sarnthein, M., Winn, K, Jung, S.J.A., Duplessy, ].C., Labeyrie, L., Erlenkeuser, H., Ganssen,
G., 1994. Changes in east Atlantic deepwater circulation over the last 30,000 years:
eight time slice reconstructions. Paleoceanography 9, 209-267.

Shackleton, N.J., 2000. The 100,000-year ice-age cycle identified and found to lag
temperature, carbon dioxide, and orbital eccentricity. Science 289, 1897-1902.
Siegenthaler, U., Oeschger, H., 1987. Biospheric CO, emissions during the past
200 years reconstructed by deconvolution of ice core data. Tellus B 39B,

140-154.

Sigmundsson, F., Pinel, V., Lund, B., Albino, F., Pagli, C., Geirsson, H., Sturkell, E., 2010.
Climate effects on volcanism: influence on magmatic systems of loading and
unloading from ice mass variations, with examples from Iceland. Philos. Trans. R.
Soc. A 368, 2519-2534.

Sitch, S., Smith, B, Prentice, I, Arneth, A., Bondeau, A., Cramer, W., Kaplan, ], Levis, S., Lucht,
W., Sykes, M., Thonicke, K., Venevsky, S., 2003. Evaluation of ecosystem dynamics,

plant geography and terrestrial carbon cycling in the LP] dynamic global vegetation
model. Glob. Change Biol. 9, 161-185.
Tschumi, T., Joos, F., Parekh, P., 2008. How important are Southern Hemisphere wind
changes for low glacial carbon dioxide? A model study. Paleoceanography 23, PA4208.
Tschumi, T,, Joos, F., Gehlen, M., Heinze, C., 2011. Deep ocean ventilation, carbon isotopes,
marine sedimentation and the deglacial CO, rise. Clim. Past 7, 771-800.
Vance, D., Teagle, D.A.H., Foster, G.L., 2009. Variable Quaternary chemical weathering
fluxes and imbalances in marine geochemical budgets. Nature 458, 493-496.
Vecsei, A., Berger, W.H., 2004. Increase of atmospheric CO, during deglaciation: con-
straints on the coral reef hypothesis from patterns of deposition. Glob. Biogeochem.
Cycles 18, GB1035.

Wu, G, Yasuda, M., Berger, W., 1991. Late Pleistocene carbonate stratigraphy on
Ontong-Java Plateau in the western equatorial Pacific. Mar. Geol. 99, 135-150.

Yu, Z., 2011. Holocene carbon flux histories of the world's peatlands: global carbon-cycle
implications. Holocene 21, 761-774.

Yu, J., Broecker, W.S,, Elderfield, H., Jin, Z., McManus, J., Zhang, F., 2010. Loss of carbon
from the deep sea since the Last Glacial Maximum. Science 330, 1084-1087.

Zeebe, R.E., Marchitto, T.M.,, 2010. Glacial cycles: atmosphere and ocean chemistry. Nat.
Geosci. 3, 386-387.






Chapter 4

Radiocarbon and its application as
a proxy for solar activity

4.1 A reconstruction of radiocarbon production and total so-
lar irradiance from the Holocene “C and CO, records:
implications of data and model uncertainties

Raphael Roth and Fortunat Joos

Published in Climate of the Past, Volume 9, pp. 1879-1909, 2013.






4.1. HOLOCENE *C PRODUCTION RATE AND SOLAR ACTIVITY RECONSTRUCTION 77

Clim. Past, 9, 1879909 2013 . 9
www.clim-past.net/9/1879/2013/ Climate i
doi:10.5194/cp-9-1879-2013 3
© Author(s) 2013. CC Attribution 3.0 License. of the Past é

A reconstruction of radiocarbon production and total solar
irradiance from the Holocene“C and CO; records: implications of
data and model uncertainties

R. Roth and F. Joos
Climate and Environmental Physics, Physics Institute, University of Bern, Bern, Switzerland
Oeschger Centre for Climate Change Research, University of Bern, Bern, Switzerland

Correspondence tdR. Roth (roth@climate.unibe.ch)

Received: 7 February 2013 — Published in Clim. Past Discuss.: 1 March 2013
Revised: 5 June 2013 — Accepted: 7 June 2013 — Published: 9 August 2013

Abstract. Radiocarbon production, solar activity, total solar relationship yields small changes in Holocene TSI of the
irradiance (TSI) and solar-induced climate change are reder of 1 W nm2 with a Maunder Minimum irradiance redu
constructed for the Holocene (10 to Okyr BP), and TSI istion of 0.85+ 0.16 W nT2. Related solar-induced variatio
predicted for the next centuries. The IntCal09/SHCal04 ra-in global mean surface air temperature are simulated 1
diocarbon and ice core GQecords, reconstructions of the within 0.1 K. Autoregressive modelling suggests a declir
geomagnetic dipole, and instrumental data of solar activitytrend of solar activity in the 21st century towards aver
are applied in the Bern3D-LPJ, a fully featured Earth systemHolocene conditions.

model of intermediate complexity including a 3-D dynamic
ocean, ocean sediments, and a dynamic vegetation model,
and in formulations linking radiocarbon production, the solar
modulation potential, and TSI. Uncertainties are assessed uéL
ing Monte Carlo simulations and bounding scenarios. Tran- . L . .
sient climate simulations span the past 21 thousand years.SOIar insolation is the driver of the climate system of

thereby considering the time lags and uncertainties assocf?anh (e.gGray et al, 2010 Lockwood 2012. Variations

ated with the last glacial termination in total solar irradiance (TSI) have the potential to sig

Our carbon-cycle-based modern estimate of radiocarboric@tly modify the energy balance of the earfrgwley,
production of 1.7 atomscnfs 1 is lower than previously 00Q Ammann et al. 2007 Jungclaus et 8l2010. How-
reported for the cosmogenic nuclide production model byever, the mggnltude ofvgrlatlonsm TSdhmidt e.t al.2011,
Masarik and Bee¢2009 and is more in-line wittKovaltsov 2012 Sha_lp|ro et al.2_011 Lockwood 2013 and its tempo
et al. (2012. In contrast to earlier studies, periods of high '@ €volution Golanki et al. 2004 Muscheler et al.20050
solar activity were quite common not only in recent millen- Schmidt etal.2011) remain uncertain and are debated. S

nia, but throughout the Holocene. Notable deviations com—aCtiVity and TS| were reconstructe_d from Fhe Holocene ra
pared to earlier reconstructions are also found on decadal t§2720N record. These reconstructions relied on box mod

centennial timescales. We show that earlier Holocene recont € ©¢€@n and land carbon cycle or on a 2-D representati

structions, not accounting for the interhemispheric gradient§he ocean$ollan.k|. etal. 2004 Marchal .2005 Usoskin anc
in radiocarbon, are biased low. Solar activity is during 28%Kromer, 2005 V|e|ra'e't al,' 2011 Steinhilber et al.20_13. .

of the time higher than the modern average (650 MeV), but However, a quantification of how past _changes n clin
the absolute values remain weakly constrained due to un‘:’lnd the_ carbon cycle affe_zc_t re_construc_tlops of radioca
certainties in the normalisation of the solar modulation to production and solar activity is yet missing. Aspects

instrumental data. A recently published solar activity—TSI glected in earlier studies include (i) changes n the clim:
carbon-cycle system over the last glacial terminatieri8 to

Introduction
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11 kyrBP), (ii) variations in Holocene and last millennium  The conversion of the radiocarbon proxy rec
climate, (iii) changes in ocean sediments, and (iv) changes ifMcCormac et al. 2004 Reimer et al. 2009 to TSI
vegetation dynamics and in anthropogenic land use. involves several steps. First a carbon cycle model is ap|

The goal of this study is to reconstruct Holocene radio-to infer radiocarbon production by deconvolving the att
carbon production, solar modulation potential to characterisespheric radiocarbon budget. Radiocarbon production is €
the open solar magnetic field, TSI, and the influence of TSlto the prescribed changes in the atmospheric radioce
changes on Holocene climate from the proxy records of atinventory and decay in the atmosphere plus the modelle
mosphericAC (McCormac et al. 2004 Reimer et al.  air-to-sea and net air-to-lantfC fluxes. The radiocarbc
2009 and CQ and a recent reconstruction of the geomag- signature of a flux or a reservoir is commonly reportec
netic field Korte et al, 2011). The TSI reconstruction is ex- the AC notation, i.e. as the fractionation-corrected per
tended into the future to year 2300 based on its spectral propdeviation of 4R =14C/12C from a given standard defint
erties. We apply the Bern3D-LPJ Earth system model of in-as 14Rgg=1.176x 1012 (Stuiver and Polagh1977. 14C
termediate complexity that features a 3-D dynamic ocean, reproduction depends on the magnitude of the shieldin
active ocean sediments, a dynamic global vegetation modethe earth’s atmosphere by the geomagnetic and the
an energy—moisture balance atmosphere, and cycling of casolar magnetic fields. Reconstructions of the geomag
bon and carbon isotopes. The model is forced by changes ifield can thus be combined with a physical cosmog:
orbital parameters, explosive volcanic eruptions, well-mixedisotope production modeMasarik and Beer1999 2009
greenhouse gases (@QCH4, N2O), aerosols, ice cover and Kovaltsov et al. 2012 to infer the strength of the magne
land-use area changes. Bounding scenarios for deglacial rdield enclosed in solar winds as expressed by the so-c
diocarbon changes and Monte Carlo techniques are appliedolar modulation potentiakp. Finally, ® is translated intc
to comprehensively quantify uncertainties. variations in TSI.

TSI reconstructions that extend beyond the satellite record Each of these steps has distinct uncertainties and
must rely on proxy information}*C and 1%Be are two lenges. Deglacial carbon cycle changes are large, an
proxies that are particularly well suite@éer et al. 1983 mospheric CQ increased from 180 ppm at the Last Glac
Muscheler et a)2008 Steinhilber et al.2012; their produc-  Maximum (LGM) to 265 ppm 11 kyr BP. These variations
tion by cosmic particles is directly modulated by the strengththought to be driven by physical and biogeochemical r
of the solar magnetic field and they are conserved in ice coreganisations of the ocean (eBrovkin et al, 2012 Menviel
(19Be) and tree rings'¢C). The redistributions of°Be and et al, 2012. They may influence th&*C evolution in the
14¢C within the climate system follow very different path- Holocene and the deconvolution for tH&C production, bu
ways, and thus the two isotopes can provide independentvere not considered in previous studies. Many earlier <
information. Thel®Be andl“C proxy records yield in gen- ies Marcha] 2005 Muscheler et a).2005a Usoskin anc
eral consistent reconstructions of isotope production and soKromer, 2005 Vonmoos et a].2008 Steinhilber et a].2012
lar activity with correlations exceeding 0.B4rd et al, 1997, deconvolving the**C record relied on simplified box mo
Lockwood and Owens2011). Important caveats, however, els using a perturbation approacBeschger et al.1975
and differences in detail remain. After productidfBe is Siegenthaler1983 where the natural marine carbon cy
attached to aerosols, and variations in atmospheric transpoi$ not simulated and climate and ocean circulations as
and dry and wet deposition éPBe and incorporation into  as land carbon turnover are kept constant. In the pertt
the ice archive lead to noise and uncertainties. This is hightion approach, the ocean carbon and radiocarbon invent
lighted by the opposite, and not yet understood, 20th cenunderestimated by design as the concentration of disst
tury trends in'%Be in Greenland versus Antarctic ice cores inorganic carbon is set to its surface concentrat!é@. and
(Muscheler et a).2007 Steinhilber et al.2012. Thus, taken  14C are not transported as separate tracers but combine
at face value, Greenland and Antarcif#Be records suggest a single tracer, th&*C/12C ratio. These shortcomings, ho
opposite trends in solar activity in the second half of the ever, can be overcome by applying a spatially resolved
20th century. pled carbon-cycle—climate model that includes the na

14C is oxidised after production and becomes!#0,  carbon cycle and its anthropogenic perturbation, and w
part of the global carbon cycle. It enters the ocean, sedi12C and*C are distinguished.
ments, and the land biosphere and is removed from the cli- A key target dataset is the data of the Global Ocean |
mate system by radioactive decay, with an average lifetime ofAnalysis Project (GLODAP) that includes station data
5730yr/In(2) =8267 yr, and to a minor part by seafloor sedi-gridded data of dissolved inorganic carbon and4@ signa-
ment burial. Atmospherit*C is influenced not only by short-  ture (Key et al, 2004. This permits the quantification of tt
term production variations, but also by variations of the cou-oceanic radiocarbon inventory, by far the largest radioca
pled carbon-cycle—climate system, and their evolutions duenventory on earth. Together with data-based estimates «
to the long timescales governing radioactive decay and carearbon inventory on land, in the atmosphere, and in rea
bon overturning in the land and ocean. sediment and their signatures, the global radiocarbon ir

tory and thus the long-term avera$f&C production can b
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reliably estimated. Further, the spatial carbon &#@ dis-  Appendix presents error calculations #€ production, so
tribution within the oceans is a yard stick to gauge the per-lar modulation, and TSI in greater detail.
formance of any ocean circulation and carbon cycle model.
14C permits the quantification of the overturning timescales
within the ocean (e.gMller et al, 200§ and of the mag- 2 Methodology
nitude of the air—sea carbon exchange rate (¢aggler and
Levin, 2008 Sweeney et 812007 Muller et al, 2008. 2.1 Carbon cycle model description

The conversion of the radiocarbon production record into
® requires knowledge on the strength of the geomagneticThe Bern3D-LPJ climate—carbon-cycle model is an E
field, which together with the open solar magnetic field con-system model of intermediate complexity and includes
tributes to the shielding of the earth’s atmosphere from theenergy and moisture balance atmosphere and sea ice |
cosmic ray flux. Recently, updated reconstructions of the(Ritz etal, 2011), a 3-D dynamic ocearMlller et al, 2006),
earth magnetic field have become availaldafdsen et aJ.  a marine biogeochemical cycl€gchumi et al.2008 Parekh
2008 Korte et al, 2011). The palaeo-proxy record ob etal, 2008, an ocean sediment modélchumi et al.2011),
should be consistent with instrumental observations. The deand a dynamic global vegetation mod8gitch et al, 2003
convolution of the atmospherfé@C history for natural pro-  (Fig. 1). Total carbon and the stable isotop€ and the ra
duction variations is only possible up to about 1950 AD. Af- dioactive isotopé“C are transported individually as trac
terwards, the atmospheri¢C content almost doubled due in the atmosphere—ocean-sediment—land biosphere sys
to atomic bomb tests in the fifties and early sixties of the The geostrophic-frictional balance 3-D ocean compoi
20th century and uncertainties in this artifictdC produc-  is based orEdwards and Marsk2009 and as further im
tion are larger than natural production variations. This lim- proved byMller et al.(20086. It includes an isopycnal diffu
its the overlap of the“C-derived palaeo-proxy record of sion scheme and Gent-McWilliams parametrisation for e
@ with reconstructions ofd based on balloon-borne mea- induced transportGriffies, 1998. Here, a horizontal resc
surements and adds uncertainty to the normalisation of théution of 36x 36 grid boxes and 32 layers in the verti
palaeo-proxy record to recent data. How variations in cosmois used. Wind stress is prescribed according to the moi
genic isotope production and i are related to TSl is un- climatology from NCEP/NCARKalnay et al, 1996. Thus,
clear and there is a lack of understanding of the mechanismshanges in ocean circulation in response to changes in
This is also reflected in the large spread in past and recendtress under varying climate are not simulated.
reconstructions of TSI variability on multi-decadal to cen-  The atmosphere is represented by a 2-D energy and |
tennial timescales (e.@ard et al, 2000 Lean 200Q Wang  ture balance model with the same horizontal resolutio
et al, 2005 Steinhilber et al.2009 Steinhilber et a].2012 the oceanRitz et al, 2011). Following Weaver et al(2001),
Shapiro et al.2011 Schrijver et al. 2011). Recent recon- outgoing long-wave radiative fluxes are parametrised i
structions based on the decadal-scale trend found in the TSThompson and Warref1982 with additional radiative forc
satellite record reveal small amplitude variations in TSI of ings due to C@, other greenhouse gases, volcanic aero:
the order of 1 W m? over past millenniagteinhilber etal.  and a feedback parameter, chosen to produce an equilil
2009, whereas others based on observations of the mostlimate sensitivity of 3C for a nominal doubling of C@
quiet area on the present sun suggest that TSI variations arEhe past extent of Northern Hemisphere ice sheets is
of the order of 6 W m2 or even more$hapiro et al.2011). scribed following the ICE4G modePgltier, 1994 as de-

The outline of this study is as follows. Next, we will de- scribed inRitz et al.(2011).
scribe the carbon cycle model and methods applied. In the The marine biogeochemical cycling of carbon, alkalin
results Sect. 3, we apply sinusoidal variations in atmospheriphosphate, oxygen, silica, and of the carbon isotopes i
14C with frequencies between 1/(5 yr) to 1/(1000 yr). The re-tailed by Parekh et al(2008 and Tschumi et al.(2011).
sults characterise the model response to a given radiocarbdRemineralisation of organic matter in the water columr
time series as any time series can be described by its powevell as air—sea gas exchange is implemented accordil
spectrum using Fourier transformation. the OCMIP-2 protocol Qrr and Najjar 1999 Najjar et al,

In Sect. 3.2, we discuss the radiocarbon and carbon in1999. However, the piston velocity now scales linear |(
ventory and distribution in the model in comparison with stead of a quadratic dependence) with wind speed fol
observations (Sect. 3.1), before turning to the time evolu-ing Krakauer et al(2006. The global mean air—sea trar
tion of the carbon fluxes, the atmospheric carbon budget, anéer rate is reduced by 17 % compared to OCMIP-2 to mi
radiocarbon production in Sect. 3.2. In Sects. 3.3 to 3.5 re-observation-based estimates of natural and bomb-proc
sults are presented for the solar activity, TSI, and simulatedradiocarbon Muller et al, 2008, and is in agreement wit
solar-driven changes in global mean surface air temperaturether studies§weeney et al.2007 Krakauer et al.2006
over the Holocene and extrapolated TS| variations up to yeaNaegler and Levin2008. As fractionation of*CO; is not
2300. Discussion and conclusions follow in Sect. 4 and thetaken into account during air—sea gas exchange, the ai

fluxes are corrected in postprocessing usit@, for which
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Fig. 1. Setup of the Bern3D-LPJ carbon-cycle—climate model. Grey arrows denote externally applied forcings resulting from var
greenhouse gas concentrations and aerosol loading, orbital parameters, ice sheet extent, sea level and atmespherc €D The
atmospheric energy and moisture balance model (blue box and arrows) communicates interactively the calculated temperature, ¢
and irradiance to the carbon cycle model (light brown box). The production and exchange fluxes of radiocarbon (red) and carb
within the carbon cycle model are sketched by arrows, where the width of the arrows indicates the magnitude of the correspont
in a preindustrial steady state. The two maps show the depth-integrated inventories of the preifdGstaaitent in the ocean and la
modules in units of 1dmol*4C m=2/14Rgq.

the fractionation is explicitly calculated in the model. Prog- is calculated according to the modified Farquhar sch
nostic formulations link marine productivity and export pro- (Farquhar et a.1980. A land-use conversion module h
duction of particulate and dissolved organic matter (POM,been added to take into account anthropogenic land ¢
DOM) to available nutrients (P, Fe, Si), temperature, andchange Strassmann et aR008 Stocker et a|.2011). 1C is
light in the euphotic zone. Carbon is represented as tracimplemented following the implementation 5C (Scholze
ers of dissolved inorganic carbon (DIC), DIC-13 and DIC- et al, 2003 and taking into account radioactive decay us
14, and labile dissolved organic carbon (DOC), DOC-13 anda mean lifetime of 8267 yr. Fractionation is twice as la
DOC-14. Particulate matter (POM and Cag}@ reminer-  for 1C than for'3C. Fractionation during assimilation d
alised/dissolved in the water column applying a Martin-type pends on the photosynthesis pathways (C3 versus C4
power-law curve. on stomatal conductance. No fractionation is associated
A 10-layer sediment diagenesis modéle{nze et al. the transfer of carbon between the different pools in vec
1999 Gehlen et al. 200§ is coupled to the ocean tion and soils.
floor, dynamically calculating the advection, remineralisa-
tion/redissolution and bioturbation of solid material in the 2.2 Experimental protocol
top 10cm (CaC@, POM, opal and clay), as well as pore-
water chemistry and diffusion as described in detail in The transient simulations are started at 21 kyr BP well be
Tschumi et al(2011). In contrast to the setup ifischumi the analysis period for the production (10 to O kyr BP) to
et al.(2011), the initial alkalinity inventory in the ocean is count for memory effects associated with the long lifetim:
increased from 2350 to 2460 pmolilin order to get a re-  radiocarbon (8267yr) and the millennial timescales of oc
alistic present-day DIC inventorygy et al, 2004). sediment interactions.
The land biosphere model is based on the Lund—Potsdam— The model is initialised as follows. (i) The ocea
Jena (LPJ) dynamic global vegetation model with a res-atmosphere system is brought into preindustrial (P1) st
olution of 3.7% x 2.5 as used inJoos et al.(200),  State Ritz etal, 2011. (ii) The ocean’s biogeochemical a
Gerber et al(2003, Joos et al(2004 and described in de- Sediment componentis spun up over S0 kyr. During this ¢

tail in Sitch et al.(2003. The fertilisation of plants by C®  UP phase, the loss of tracers due to solid material sez
burial is compensated by spatially uniform weathering fl
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Fig. 2. (a) Reconstructed atmosphericl4C of CO; (black, left axis) and the atmospheric radiocarbon inventory (blue, right axis)
the past 21 kyr. From 21 to 11 kyr BP, radiocarbon data are from IntC&efner et al.2009. Afterward, we use IntCal09 data for tl
Northern Hemisphere and SHCalMd¢Cormac et al.2004) for the Southern Hemisphere, thereby taking into account the interhemis)
gradient of approximately 8 %o and hemisphere-specific anthropogenic deplefi®@ dfiring the industrial period. The two records are
distinguishable in this figure because of their proximity — @dor a zoom-in. The atmospheric radiocarbon inventory is computed
the AL4C records and the Cfrecord fromMonnin et al.(2004. (b) The I error assigned to thal4C record and used as input for t
Monte Carlo uncertainty analysis.

to the surface ocean. These weathering input fluxes arand Raymd2005 which was low-pass filtered with a cutc
diagnosed at the end of the sediment spin-up and kept corperiod of 10 kyr. From 850 to 1950 AD, volcanic aeros
stant thereafter. (iii) The coupled model is forced into a LGM (based orCrowley, 200Q prepared by UVic), sulfate aeros
state by applying corresponding orbital settings, GHG ra-forcing applying the method bireader and Bog1998 de-
diative forcing, freshwater relocation from the ocean to thetailed by Steinacher(2011), total solar irradiance forcin
ice sheets and a LGM dust influx field. Atmospheric trace from PMIP3/CMIP5 Wang et al, 2005 Delaygue and Barc
gases C@(185 ppm)s13C (—6.4 %o) andA14C (432 %) are  2011) and carbon emissions from fossil fuel and cement
prescribed. The model is then allowed to re-equilibrate forduction are taken into accourirfdres et al.1999.
50 kyr. The land module is forced by a 31yr monthly Clime
Next, the model is integrated forward in time from Research Unit (CRU) climatology for temperature, precig
21 kyr BP until 1950 AD using the following natural and an- tion and cloud cover. On this CRU-baseline climatology,

thropogenic external forcings (Figa.3 and4): atmospheric
CO, as compiled byloos and Spah(2008, 13CO, (Francey
et al, 1999 Elsig et al, 2009 Schmitt et al, 2012, A14C of
CO, (McCormac et al.2004 Reimer et al.2009), orbital pa-
rametersBerger 1978, radiative forcing due to GHGs CQ
CH4 and NO (Joos and Spahn2008. Iron fertilisation is
taken into account by interpolating LGM/A@howald et al.
2006 and modern dust forcind_¢io et al, 2003 following a
spline-fit to the EPICA Dome C (EDC) dust recotcanbert

superpose interpolated anomalies from snapshot simule
performed with the HadCM3 modebingarayer and Valde
2010. In addition, global mean temperature deviations v
respect to 850 AD are used to scale climate anomaly f
obtained from global warming simulations with the NC/
AOGCM from 850 to 1950 AD applying a linear pattern sc
ing approach Joos et al.2001). Changes in sea level ai
ice sheet extent influence the number and locations of
cells available for plant growth and carbon storage; we

et al, 2008. Shallow water carbonate deposition history is ply interpolated land masks from the ICE5G-VM2 mo
taken fromVecsei and Berge2004. The ice sheet extent (Peltier 2004. Anthropogenic land cover change duri
(including freshwater relocation and albedo changes) duringhe Holocene is prescribed following the HYDE 3.1 date
the deglaciation is scaled between LGM and modern fieldgKlein Goldewijk, 2001, Klein Goldewijk and van Drechr
of Peltier (1994 using the benthi¢!80 stack ofLisiecki  2006.
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Fig. 3. Main forcings affecting the (preindustrial) Holocene carbon cycle. For completeness, the time series are shown startinc
LGM, i.e. the starting point of our transient simulatio¢e) Atmospheric CQ used both for the radiative forcing as well as for the bioc
chemical code(b) radiative forcing of CH and N,O reported as deviation from preindustrial valug3 sea level recordd) shallow water
carbonate depositioife) (smoothed and normalised) EDC dust record to interpolate between LGM and modern dust deposition fit
(f) hypothetical wind stress/remineralisation depth exponenfiofcings used for experiments CIRC/BIO. The reader is referred to the
text for details and references to the individual forcing components.

In all transient simulations, the model's atmosphereet al, 2009 Bouttes et al.201% Menviel et al, 2012, it re-
is forced with the IntCal09 (21kyrBP to 1950AD, mains unclear how individual processes have quantitat
Reimer et al. 2009 and SHCal04 (11 kyr BP to 1950 AD, contributed to the reconstructed changes in@8d*CO,
McCormac et al.2004) records for the Northern and South- over the termination. The identified processes may be di
ern Hemisphere, respectively (FBa). For the equatorial re- guished into three classes: (i) relatively well-known me
gion (20 N to 20° S), we use the arithmetic mean of these anisms such as changes in temperature, salinity, an e
two records. Since SHCal04 does not reach as far back ision of North Atlantic Deep Water, sea ice retreat, a re«
time as the IntCal09 record, we use IntCal09 data for bothtion in iron input and carbon accumulation on land as i
hemispheres before 11 kyr BP. Between the 5yr spaced dataepresented in our standard model setup; (i) an increa
points given by these records, cubic interpolation is applied.deep ocean ventilation over the termination as suggestt

The Earth system underwent a major reorganisation dura range of proxy data (e.granois et al.1997 Adkins et al,
ing the last glacial termination as evidenced by warming,2002 Hodell et al, 2003 Galbraith et al.2007 Anderson
ice sheet retreat, sea level rise and an increase in &0 et al, 2009 Schmitt et al.2012 Burke and Robinsqr2012
other GHGs $hackleton200% Clark et al, 2012. Mem- and modelling work (e.gTschumi et al.2011); (iii) a range
ory effects associated with the long lifetime of radiocarbon of mechanisms associated with changes in the marine bi
(8267yr) and the long timescales involved in ocean sedi-ical cycling of organic carbon, calcium carbonate, and «
ment interactions imply that processes during the last glacialn addition to those included in (i).
termination (ca. 18 to 11kyr BP) influence the evolution of ~ The relatively well-known forcings implemented in ¢
carbon and radiocarbon during the HoloceMe(viel and  standard setup explain only about half of the reconstru
Joos 2012. Although many hypotheses are discussed in theCO, increase over the terminatioMeénviel et al, 2012.
literature on the mechanism governing the deglaciaj 6§  This indicates that the model misses important process
(e.g. Kohler et al, 2005 Brovkin et al, 2007 Tagliabue feedbacks concerning the cycling of carbon in the ocear
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Fig. 4. Forcings for the last millennium including the industrial peri¢al atmospheric C@used both for the radiative forcing as well
for the biogeochemical codéh) radiative forcing of CH and N>O reported as deviation from preindustrial valu@3,volcanic forcing,
(d) solar forcing,(e) SO4 radiative forcing(f) anthropogenic land-use area ggjicarbon emissions from fossil fuel use (including cen
production). The reader is referred to the main text for details and references to the individual forcing components.

this end, we apply two idealised scenarios for this missingsuch as changes in export production or the reminere
mechanism, regarded as bounding cases in terms of thetion of organic carbon hardly affe¢t'4C of DIC and CQ,
impacts on atmospheria1C. In the first scenario, termed despite their potentially strong impact on atmospheric!
CIRC, the atmospheric carbon budget over the terminatior(e.g.Tschumi et al.2011).
is approximately closed by forcing changes in deep ocean Technically, these two bounding cases are realised a:
ventilation. In the second, termed BIO, the carbon budgetiows. In the experiment BIO, we imply (in addition to i
is closed by imposing changes in the biological cycling of other forcings) a change in the depth where exported
carbon. ticulate organic matter is remineralised; the exponentr
14C in the atmosphere and the deep ocean is sensitive tthe power law describing the vertical POM flux profile (M
the surface-to-deep transport BIC. This 14C transport is  tin curve) is increased during the termination from a |
dominated by physical transport (advection, diffusion, con-glacial value (Fig3f). A decrease in the average reminel
vection), whereas biological fluxes play a small role. Con-isation depth over the termination leads to an increase i
sequently, processes reducing the thermohaline circulatiomospheric CQ (Matsumoto 2007 Kwon et al, 2009 Men-
(THC), the surface-to-deep transport rate, and deep oceaviel et al, 2012, but does not substantially affeat’*C. o
ventilation tend to increasal“C of atmospheric C®and is increased from 0.8 to 1.0 during the termination in B
to decrease\*C of DIC in the deep. Recently, a range of while in the other experiments is set to 0.9. In the ex
observational studies addressed deglacial changes in radiperiment CIRC, ocean circulation is strongly reduced ai
carbon and deep ocean ventilation. Some authors report eX-GM by reducing the wind stress globally by 50 % relat
tremely high ventilation ages up to 5000 ydrchitto et al, to modern values. The wind stress is then linearly relaxe
2007 Bryan et al, 201Q Skinner et al.201Q Thornalley modern values over the termination (18 to 11 kyr BP, Bi.
et al, 2011), while others find no evidence for such an old This leads to a transfer of old carbon from the deep o«
abyssal water mas®¢é Pol-Holz et al.2010. In contrast, to the atmosphere, raising atmosphericCad lowering
changes in processes related to the biologic cycle of carbom*C of CO, (Tschumi et al.2011). We stress that chang
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in wind stress and remineralisation depth are used here a2.3.1 Observation-based versus simulated ocean
tuning knobs and not considered as realistic. radiocarbon inventory

To further assess the sensitivity of the diagnosed radio-
carbon production on the cycling of carbon and climate, weThe global ocean inorganic radiocarbon inventory is ¢
perform a control simulation (CTL) where all forcings ex- mated using the gridded data provided by GLODAP for
cept atmospheric C£X(and isotopes) are kept constant at Pl preindustrial stateiey et al, 2004 and in situ density cal
values. This setup corresponds to earlier box model studiesulated from World Ocean Atlas 2009 (WOAQ9) temg
where the Holocene climate was assumed to be constant. ature and salinity fieldsAntonov et al, 201G Locarnini

As noted, the transient evolution of atmospheric,G@d et al, 2010. Since the entire ocean is not covered by
AYC over the glacial termination is prescribed in all three GLODAP data, we fill these gaps by assuming the gl
setups (CTL, CIRC, BIO). Thus, the influence of changing mean“C concentration in these regions (e.g. in the
conditions over the last glacial termination on Holocé#@  tic Ocean). The result of this exercise is 3:270° mol
dynamics is taken into account, at least to a first order, inof DI**C. Hansell et al.(2009 estimated a global refras

each of the three setups. tory DOC inventory of 624 Gt CA*C of DOC measure
ments are rare, but data in the central North PacB&uer
2.3 The production rate of radiocarbon, Q et al, 1992 suggest high radiocarbon ages %6000 yr,

corresponding to a\14C value of~ —530%.. Taking this
The™“C production rateQ is diagnosed by solving the atmo- yajue as representative yields an additional 22 mol
spheric**C budget equation in the model. The model calcu- 14c. The preindustrial“C inventory associated with labi
lates the net fluxes from the atmosphere to the land biosphergom is estimated from our model results to be .20 mol
(**Fan) and to the ocean'{Fag under prescribed'CO; for  14c_ This yields a data-based radiocarbon inventory
a given carbon-cycle/climate state. Equivalently, the changegjated with DIC and labile and refractory DOM in tl
in 14C inventory and“C decay of individual land and ocean ocean of 3.36 10°mol. The corresponding preindustr
carbon reservoirs are computed. Data-based estimates for thgodelled ocean inventory yields 3.85L0° mol for BIO,
ocean and land inventory are used to match preindustrial rag 32« 106 mol for CIRC and 3.16< 108 mol for CTL. Thus,
diocarbon inventories as closely as possible. The productiofhe COrrectionA Jocn data-moddf = o) is less than 8% in th
rate is then given at any timeby: case of BIO and less than 1% for CIRC and CTL.
0 = latmfatm + dlﬁtm&fatm + **Fouageft) 2.3.2 Observation-based versus simulated terrestrial

radiocarbon inventory

} — lAFas

I t di, t Al g =1
+ 'ocn,modef?) ocn,modef!) + ocn data-moddf =10)

T dr T
Ised,mode?) dlsed,model?) 14
+ i + ! + F . l . . .
v d buril(1) As our model for the terrestrial biosphere does not incl

4 Dind.model!) - dfindmodelt)  Alind.datamodel! =10) _14p (1) carbon stored as peatlands and permafrost soils. We esf
! o ¢ this pool to contain approximately 1000 Gt C of old cart

Here, I and F denote!*C inventories and fluxes, and with a isotopic signature 0f400 %o (thus roughly one hal
(8267 yr) is the meaR*C lifetime with respect to radioac- life old). Although small compared to the uncertainty in
tive decay. Subscripts atm, ocn, sed, and Ind refer to the ateceanic inventory, we include these %4.0* mol of 14C in
mosphere, the ocean, reactive ocean sediments, and the lapdr budget as a constant correctiifing,data-moddif = 10)-
biosphere, respectively. Subscript data indicates that terms
are prescribed from reconstructions and subscript mode®.3.3 Closing the atmospheric C@ budget
that values are calculated with the mod¥lFyyrial is the
net loss of!4C associated with the weathering/burial car- The atmospheric carbon budget is closed in the transient
bon fluxes. Aloen data-moddf = f0) represents a (constant) ulations by diagnosing an additional carbon flxdget
correction, defined as the difference between the modelled
and observation-based inventory of Ite in the ocean  fiy qger= _ dNatmdata E + Fas+ Fap @)
plus an estimate of thé*C inventory associated with re- dr
fractory DOM not represented in our model. In analogue
Allnd data-moddlt = fo) denotes a constaitC decay rate as-

sociated with terrestrial carbon pools not simulated in OUr carhon emissions, ankks and Fap, the net carbon fluxes int
model.l"'Fbudget is a correction associated with the carbon the ocean and thé land biosphere. The magnitude of th
flux diagnosed to close remaining imbalances in the atmotgeq emission indicates the discrepancy between mod
spheric CQ budget. and ice core C@and provides a measure of how well {
model is able to simulate the reconstructed,G®olution.
We assign to this flux (of unknown origin)&*C equal the
contemporary atmosphere and an associated uncertail

'where the change in the atmospheric carbon inver
(dNatn/de) is prescribed from ice core datg,are fossil fuel
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AYAC of £200 %.. This is not critical aghudgetand associ-  2012. We use the most recently published reconstructio

ated uncertainties in tHéC budget are generally small over Korte et al.(2011) for our calculations.

the Holocene for simulations CIRC and BIO (see Appendix For conversion fron® into TSI, we follow the procedur

Fig. Ale). outlined inSteinhilber et al(2009; Steinhilber et al(2010
The production rate is either reported as moflyor al- which consists of two individual steps. First, the radial cc

ternatively atomscm?s—1. The atmospheric area is set to ponent of the interplanetary magnetic fieR}, is expresse:

5.10x 10" m? in our model, therefore the two quantities are as a function ofb:

related as 1 atomcnfs—1=267.0 molyr?.
y (1) vsw,o)l/“

B (t)| = 0.56B _
|Br (1) IMF,0 X (q)ovsw(t)

2.4 Solar activity

©)

1
Rsew COSW ) 22
vsw(?) ’

Radiocarbon, as other cosmogenic radionuclides, are primar- X |:1 + (
ily produced at high latitudes of earth’s upper atmosphere
due to nuclear reactions induced by high-energy galactic cOsyhere vgyy is the (time-dependent) solar wind spe
mic rays (GCR). Far away from the solar system, this flux is steinhilber et a].2010); Biur,0, o, vsw,oare normalisatiol
to a good approximation constant in time, but the intensitytactors; Rsg is the mean Sun—Earth distancethe angulal
reaching the earth is modulated by two mechanism: (i) thesg|ar rotation rate; an@ the heliographic latitude. The fa
shielding effect of the geomagnetic dipole field and (ii) the tor 0,56 has been introduced to adjust the field obtained
modulation due to the magnetic field enclosed in the So+he parker theory with observations. The exponent is s
lar wind. By knowing the past history of the geomagnetic pe jn the range = 1.7+ 0.3 as inSteinhilber et al(2009).
dipole moment and the production rate of radionuclides, the  second, theB,—TS! relationship derived byFrohlich
“strength” of solar activity can therefore be calculated. (2009 is used to calculate the total solar irradiance:
The sun’s activity is parametrised by a scalar parameter in
the force field approximation, the so-called solar modulationTSI = (136464 + 0.4 Wm™2 + B, - (0.38+ 0.17)Wm2nT~%. (4)
potential® (Gleeson and Axfordl968. This parameter de- . . ) . .
scribes the modulation of the local interstellar spectrum (LIS) This model of convertings: (here in units of nanotesla) in
at 1AU. A high solar activity (i.e. a high value @) leads 'I"SI is not physmglly based, but results from a fit to_obse
to a stronger magnetic shielding of GCR and thus lowers thdions for the relatively short epoch where high-quality ob:
production rate of cosmogenic radionuclides. Similarly, the Vational data is available. Note that tig-TSI relationshir
production rate decreases with a higher geomagnetic shieldS ©nly valid for solar cycle minima, therefore an artificial
ing, expressed as the virtual axis dipole moment (VADM). nusoidal solar cycle (with zero mean) has to be added t
The calculation of the normalised (relative to modegn) ~ (Solar-cycle averaged) before applying Eqs3j and @). In
for a given VADM and® is based on particle simulations the results section, we show for simplicity solar cycle a
performed byMasarik and Bee(1999. This is the stan- ages (i-e. without the artificial 11 yr solar cycle).
dard approach to convert cosmogenic radionuclide produc- A Point to stress is that the amplitude of low-frequel
tion rates into solar activity as applied Bjuscheler et al. 15! variations is limited by Eq.4) and small. This is a cor
(2007, Steinhilber et al(200§ andSteinhilber et al(2012, ~ Séduence of the assumption underlying E4. that recen
but differs from the model to reconstruct TSI recently usedSatellite data, which show a limited decadal-scale vari
by Vieira et al.(2011). |ty in TSI, can be extrapplgted .to past centurles and mil
The GCR flux entering the solar system is assumed td"@- Small long-term varlat|0n§ in TSI are in agreement\
remain constant within this approach, even thobdjjake @ range of recent reconstructior&cimidt et al.2013), but
et al. (2012 found recently evidence for a short-term spike IN conflict with Shapiro et al(2013), who report much large
in annual AYC. The cause of this spikdd@mbaryan and 1! variations.
Neulauser 2013 Usoskin et al.2013 is currently debated
in the Iitergture. N _ 3 Results
At the time of writing, three reconstructions of the past
geomagnetic field are available to us spanning the pasg.1 Sensitivity experiments
10kyr (Yang et al, 200Q Knudsen et a).2008 Korte et al,
2011), shown in Fig.11 together with the VADM value of We start the discussion by analysing the response o
8.22x 1022 Am~2 for the period 1840-1990 estimated by Bern3D-LPJ model to regular sinusoidal changes in the
Jackson et al(2000. The reconstructions byang et al.  mospheric radiocarbon ratio. The theoretical backgrour
(2000 andKnudsen et al(2008, relying both on the same that any time series can be translated into its power ¢
database (GEOMAGIA 50), were extensively used in thetrum using Fourier transformation. Thus, the respons
past for solar activity reconstructiorigl¢scheler et a] 2007, the model to perturbations with different frequencies cl
Steinhilber et a].2008 Vieira et al, 2011, Steinhilber etal.  acterises the model for a given state (climate od@nd-use
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area, etc.). The experimental setup for this sensitivity sim- g

ulation is as follows.A*C is varied according to a sine =100l e
wave with an amplitude of 10%. and distinct period. The R N P
sine wave is repeated until the model response is at equi-:E 150 3
librium. Periods between 5 and 1000 yr are selected. Atmo- — ~e- 1.3
. . = O 4-60 ©
spheric CQ (278 ppm), climate and all other boundary con- = ok e 15
ditions are kept fixed at preindustrial values. The natural car- O S\s\ 1-70
bon cycle acts like a smoothing filter and changes in atmo- % ‘ ‘ ‘ o 380

sphericA4C arising from variations irQ are attenuated and 10 100 1000 10000
delayed (Fig5a). That is the relative variations in'*C are  p
smaller than the relative variations @. Here, we are in-
terested in inverting this natural process and diagnoging
from reconstructed variations in radiocarbon. Consequently,
we analyse not the attenuation of the radiocarbon signal, but
the amplification ofQ for a given variation in atmospheric
radiocarbon. Figura shows the amplification i@, defined i i
as the relative change i@ divided by the relative change in 10 100 1000 10000
the radiocarbon to carbon rati&*R. For example, an am- period [years]
pllfl_catlon of 10 means tha_t #'R oscillates by 1%, th?Q . _Fig. 5. Response of the Bern3D-LPJ model to periodic sinusc
oscillates by 10 % around its mean value. The amplification ariations in the atmospheric radiocarbon ral#g) with an ampli-
is largest for high-frequency variations and decreases fromyde of 10 %o (in units ofA14C). (a) Relative change in productic
above 100 for a period of 5yr to around 10 for a period of rate, 0, divided by the relative change #R (with respect to a P
1000yr and to 2 for a period of 10000 yr. High-frequency steady state; black) and the phase shift betw@emd14R (red, left
variations in the'*C reconstruction arising from uncertain- axis); Q is always leading atmospherl¢R. (b) Relative change
ties in the radiocarbon measurements may thus translate intid the net atmosphere-to-seBag) and the net atmosphere-to-la
significant uncertainties i®. We will address this problem ~biosphere £ap) fluxes of*4C for the same simulations.
in the following sections by applying a Monte Carlo proce-
dure to varyAl4C measurements within their uncertainties
(see Appendix Al). by replacing the carbon-cycle—climate model by the mo
The atmospheric radiocarbon anomaly induced by varia-derived Fourier filter (Figsa) (Usoskin and Kromer2005.
tion in production is partly mitigated through radiocarbon
uptake by the ocean and the land. The relative importancéreindustrial carbon and radiocarbon inventories
of land versus ocean uptake of the perturbation depends
strongly on the timescale of the perturbation (FBg). For  The loss ofC is driven by the radioactive decay flux in t
annual- to decadal-scale perturbations, the ocean and the larttifferent reservoirs. The base level of this flux is proportic
uptake are roughly of equal importance. This can be underto thel“C inventory and a reasonable representation of t
stood by considering that the net primary productivity on inventories is thus a prerequisite to estimH€ production
land (60 Gt C per year) is of similar magnitude as the grossrates. In the following, modelled and observation-based
air-to-sea flux of CQ(57 Gt C per year) into the ocean. Thus, bon and radiocarbon inventories before the onset of indt
these fluxes carry approximately the same amount of radioalisation are compared (Takl® and briefly discussed.
carbon away from the atmosphere. On the other hand, if the The atmospheri¢“C inventory is given by the Cand
perturbation in production is varying slower than the typ- A14C input data and therefore fully determined by the fc
ical overturning timescales of the ocean and the land bioing and their uncertainty. The ocean model represent:
sphere, then the radiocarbon perturbation in the ratio is disebservation-based estimate of the global ocE4 inven-
tributed roughly proportional to the carbon inventory of the tory within 1% for the setup CIRC and within 8 % for tl
different reservoirs (or to the steady-state radiocarbon flux tasetup BIO. These deviations are within the uncertainty o
the ocean and the land, i.e. 430 vs. 29.1 moil)'r Conse-  observational data. Nevertheless, this offset is correcte
quently, the ratio between tHéC flux anomalies into ocean when is calculated (see Eq. 1).
and land A Fs: A Fap (With respect to an unperturbed state), The model is also able to represent the observation-t
is the higher the lower frequency of the applied perturbationspatial distribution o#*C in the ocean (FigZ). Both observa
(Fig. 5b). Note that these results are largely independent otion and model results show the high¥&E concentrations i
the magnitude in the applied'*C variations; we run these the thermocline of the Atlantic Ocean and the lowest con
experiments with amplitudes af10 and+100 %.. Assum-  trations in the deep North Pacific. Deviations between n
ing a constant carbon cycle and climagecan be calculated elled and reconstructed concentrations are less than 5¢
typically less than 2 %. The model shows in general too-I
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Table 1. Preindustrial model versus data-based carbont4adn- ~ much larger sea ice cover and a higher planetary albe
ventory estimates. The model-based oceanic inventories are calch-GM in experiment CIRC than BIO. Circulation is slow u
lated as the average of the experiments BIO and CIRC. der the prescribed low glacial wind stress and less he
transported to high latitudes and less ice is exported f
the Southern Ocean to lower latitudes in CIRC than BIC
Bern3D-LPJ Data other words, the sea-ice—albedo feedback is much larg

CIRC than BIO.
Deep ocean ventilation evolves very differently in ClI
than in BIO (Fig.6b). Here, we analyse the global av
ATM 593 0.591 598 0.59P age 14C age difference of the deep ocean (i.e. waters

Carbon l4c Carbon lic
[GtC] [10° mol] [GtC] [10° mol]

LND 1930 1.7 25003500 low 2000 m depth) relative to the overlying surface oce
OCN 38070 32.0 38206 33.0¢! i : :

The surface-to-deep age difference is recorded in ocean

Cafbonil l4c i Carbon ) l4c L ments as“C age offset between shells of benthic and ple

[GtCyr=] [molyr™™]  [GtCyr "]  [molyr—] tonic (B-P) species. Results from the CTL experiment \

SED  0.501 52 0.22-0% time-invariant ocean ventilation show that this “proxy” s

- - an ideal age tracer; the B-P age difference is additionall

aMacFarling Meure et a{2006); P McCormac et al(2004; Reimer et al. fl db . h ﬂé“‘C h d .

(2009; © Watson(2000; Tarnocai et al(2009); Yu et al.(2010; 9 Key et al. uenced by transient atmosphe changes and vari¢

(2004; Hansell et al(2009; © Sarmiento and GrubgR00§; Feely et al(2004). between 600 and 1100yr in CTL.

The wind-stress forcing applied in experiment CIRC le
to an almost complete shutdown of the THC during the Lt
radiocarbon concentrations in the upper 1000 m, while theand a recovery to Holocene values over the termination.
concentration is lower than indicated by the GLODAP dataulated B-P age increases from 2000yr at LGM to pea
at depth. 2900yr by 16.5kyr BP. A slight and after 12 kyr BP a mu
Modelled loss of radiocarbon by sedimentary processespronounced decrease follows to the late Holocene B-P a
namely burial of POM and CaCGQOnto the diagenetically about 1000 yr. B-P variations are much smaller in simula
consolidated zone and particle and dissolution fluxes from/tdBIO, as no changes in wind stress are applied; B-P age \
the ocean, accounts for 52 motyr(or roughly 11 % of the  between 1000 and 1700 yr.
total 4C sink). This model estimate may be on the high side AAC, i.e. the global mean difference &“C betweer
as the ocean-to-sediment net flux in the Bern3D-LPJ modethe deep ocean and the atmosphere 30 %o in CIRC un-
of 0.5 Gt Cyr1is slightly higher than independent estimates til Heinrich Stadial 1 (HS1) 4350 %o in BIO), followed by
in the range of 0.2 t0 0.4 GtCyt. a sharp increase of approximately 150-200 %o and a
The total simulated carbon stored in living biomass relaxation to late-Holocene values- (170 %o). This be-
and soils is 1930 GtC. As discussed above, this is ordehaviour is also present in recently analysed sediment c
1000 Gt C lower than best estimates, mainly because peat argke e.gBurke and Robinso2012) and references therei
permafrost dynamicsY( et al, 201Q Spahni et al.2012 The sharp increase il AC following HS1 is mainly
are not explicitly simulated in the LPJ version applied here.driven by the prescribed fast atmospheric d®mgcker anc
The model-data discrepancy in carbon is less than 3% oBarker, 2007).
the total carbon inventory in ocean, land, and atmosphere. It The forcings prescribed in our bounding experime
translates into 5.9 10° mol of 1C when assuming A14C  CIRC and BIO are broadly sufficient to reproduce the
of —400 %o for this old biomass. This is well within the un- constructed deglacial GOncrease. This is evidenced by

certainty range of the totafC inventory. analysis of the atmospheric carbon budget (Bid.and f).
In the control simulation (CTL) an addition of 1700 GtC

3.2 Transient results for the carbon budget and deep required to close the budget. In contrast, the mismatc
ocean ventilation the budget is close to zero for BIO and abetit00 Gt C for

CIRC at the end of the simulation. In other words, only sr
Next, we discuss how global mean temperature, deep oceagmissions from unknown origin have to be applied on a
ventilation, and the carbon budget evolved over the pastge to close the budget. Both experiments need a €k
21kyr in our two bounding simulations (CIRC and BIO). in the early Holocene as indicated by the negative mis
Global average surface air temperature (SAT, Ba). and  emissions. Such a sink could have been the carbon upte
sea surface temperature (SST, not shown) are simulated to ilfNorthern Hemisphere peatland4i(et al, 2010, as peatlan:
crease by~ 0.8°C over the Holocene. In experiment CIRC, dynamics are notincluded in this model version. In sumir
the global energy balance over the termination is strongly in-simulation CIRC corresponds to the picture of a slowly v
fluenced by the enforced change in wind stress and the simtilated ocean during the LGM, whereas deep ocean vel
ulated deglacial increase in SAT is almost twice as large intion changes remain small in BIO and are absent in the
experiment CIRC than in BIO. This is a consequence of asimulation. The atmospheric carbon budget is approximi
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Fig. 6. Transient model response during the past 21 kyfapfglobal mean surface air temperature (SAD), globally averaged benthic
planktonic (surface-deep) reservoir age calculated*@sage offset from the global ocean below 2000 m relative to the surface ¢
(c) implied carbon flux to solve the atmospheric budg@jfige) and(d) cumulative sum thereof for the experiments BIO, CIRC and
control run CTL. For the last millennium, SAT arfgh,dgetis shown in detail in the lower two pane(s, f). The grey shaded area indica
the period used to initialise the model. The radiocarbon production rate is diagnosed only for the last 10 kyr.

closed in simulations CIRC and BIO, whereas a substantiaht 10 kyr BP. This difference becomes very small in the
external carbon input is required in simulation CTL. These Holocene and results are almost identical for CIRC and
three simulations provide thus three radically different evo-after 4 kyr BP. Note that the absolute (preindustrial) valu
lutions of the carbon cycle over the past 21 kyr and will servethe production rate is equal in all three setups per defin
us to assess uncertainties in inferred radiocarbon productiofsee Eq. 1).
rates due to our incomplete understanding of the past carbon The inferredQ is assigned according to Eq. (1) to indivi
cycle. ual contributions from a néf'C flux from the atmosphere 1
the ocean*F,9), a net flux to the land¢ Fap), and atmo-
3.2.1 Time evolution of the radiocarbon production rate  spheric loss terms (Fig). Variations in these three terr
contribute about equally to variations i on decadal tc
Total inferred radiocarbon production, varies between centennial imescales, whereas millennial-scale variatio
350 and 650 molyr! during the Holocene (Fig8d). Vari-  Q are almost entirely attributed to changes'tias This is
ations on multi-decadal to centennial timescales are typiin agreement with the results from the Fourier analysis
cally within 100 molyrL. The differences irQ in the early ~ sented in Sect. 3.1. Holocene and preindustrial mean fl
Holocene between the model setups CIRC, BIO, and CTLand their temporal variance are listed in Table
are mainly explained by offsets in the absolute valugof The oceanic component entering the calculatiorQofs
while the timing and magnitude of multi-decadal to centen-threefold (Fig.9): (i) the compensation of the BAC (and a
nial variations are very similar for the three setups. The ab-small contribution of D&C) decay proportional to its ir
solute value ofQ is about 40 molyr! higher in CIRC than  ventory, (ii) changes in the inventory 8fC itself mainly
in BIO and about 60 molyr* higher in CIRC than in CTL  driven by Fasand (iii) the export, rain and subsequent bu
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Fig. 7. Comparison of modern modelled and data-based (GLODAP,WOA09) oceanic distributf iofits dominant form of dissolved ir
organic carbon (BY*C) along a transect through the Atlantic, Southern Ocean and Pacific. The lowest panel shows the model—data ¢

Table 2. The atmospheric radiocarbon budget (positive numbers:of Cat*COs; and PG4C. Thus, the mentioned offset #iFas
loss of 14C) averaged over the last 10kyr and for preindustrial between CIRC and BIO at the early Holocene are the rt
times (1750-1900 AD). The statistical uncertainty becomes negli-of differences in the dynamical evolution of the whole-oc
gible due to the averaging over hundreds of datapoints and is nop|C inventories and its\14C signature. During LGM cond
given here. Instead, we reporfVAR (where VAR is the variance tions, the oceani“C inventory is larger for BIO than CIR

in time) to quantify the t_emporal va'mablllty of the corresponding as the deep ocean is more depleted in the slowly over
fluxes. The bulk uncertainty in the time-averaged fluxes can be es:

timated by the uncertainty in the corresponding radiocarbon reserind ocean of setup CIRC. Accordingly the decaylﬁt and

14 e b S ; . .
voirs and is of the order of 15 % &), except for the atmospheric  FasiS higher in simulation BIO than in CIRC (Fig). The
component which is tightly constrained by data. simulated oceanit*C inventory decreases both in CIRC &

BIO as the (prescribed) atmosphenid“C decreases. Hov
ever, this decrease is smaller in CIRC than in BIO as the
Holocene (10-0 kyr BP) Preindustrial (1750-1900AD)  forced increase in the THC and in ocean ventilation in C|

14Closs  Bestguess vVAR Best guess R leads to an additiongi*C flux into the ocean. In additiol
[molyr—1] the strengthened ventilation leads to a peak in organic Ir
45 436 27 251 a3 export and burial while the reduced remineralisation dt
Hry 25 25 ~6.9 47 in BIO leads to the opposite effect (as less POM is rei
ATM 11 23 24 44 ing the seafloor). In total, the higher oceanic radiocarbor
Total 472 57 468 35 cay in BIO is overcompensated by the (negative) chanc

the oceanic inventory. Enhanced sedimentary los$®fin
CIRC further increases the offset, finally leading to a hic
Q at 10kyr BP of~40molyr! in CIRC than in BIO. This
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Fig. 8. Holocene!4C fluxes in moft4C yr—1 for the different experimenta) changes and decay of the atmospheric inventory (inclu
Foudged, (0) air-biosphere flux Kap), (c) air-sea flux fag and(d) the sum of these contributions yielding the total production 2t
(e)shows the last 1000 yr in greater detail together with an experiment (INT09) where the entire globe is forced with the Northern He
dataset IntCal09 (dashed line), thereby neglecting the interhemispheric gradiefGnNote that the time series shown(a) and(b) have
been smoothed with a cutoff of 40 yr (only for the visualisation) witle{e) show 20 yr smoothed data as described in the main text.

offset has vanished almost completely at 7 kyr BP, apart fromBIO. Differences inQ between CIRC/BIO and INTQ9 al
a small contribution from sedimentary processes. generally smaller than 20 molyt, but grow to 50 mol yr!

In general, the influence of climate induced carbon cyclefrom 1900 to 1950 AD. The reason is the different slope
changes is modest in the Holocene. This is indicated by thehe last decades of the Northern and Southern Hemisj
very similar Q in the CTL experiment. The biggest discrep- records. This mid-20th century difference has important (
ancy between results from CTL versus those from CIRC andsequences for the reconstruction of solar modulation a:
BIO emerge during the industrial period drops rapidly  scribed in Sect. 3.3. This sensitivity experiment demonsti
in CTL as the combustion of the radiocarbon-depleted fos-that spatial gradients in atmospherid“C and in resulting

sil fuel is not explicitly included. radiocarbon fluxes should be taken into account, at leas
In a further sensitivity run, the influence of the interhemi- the industrial period.
spheric A1C gradient onQ is explored (Fig.8e; dashed In conclusion, inferred Holocene values @fand in par-

line). In simulation INTO9 the Northern Hemisphere datasetticular decadal to centennial variation ¢ are only weakly
IntCal09 is applied globally and all other forcings are as in sensitive to the details of the carbon cycle evolution ovel
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Fig. 9. The oceanid“C budget for the experiments BIO and CIRC for the period 13 to 4 ky¢(®mecay of the data-normalised inventc
of 14C in the form of inorganic and organic carbgh) changes in whole ocean radiocarbon inventory, @ydontribution from sediment
(burial flux and decay ot4C within the active sediment layei(d) After 4 kyr BP, the two experiments do not show significant differer
in the total ocean and sedimefiC loss.

glacial termination. On the other hand spatial gradients in at-These include maxima i@ during the well-documente
mospherical4C and carbon emissions from fossil fuel burn- solar minima of the last millennium, generally low pi
ing should be explicitly included to estimate radiocarbon pro-duction, pointing to high solar activity during the Rom
duction in the industrial period. In the following, we will use period, as well as a broad maximum around 7.5kyr
the arithmetic mean of BIO and CIRC as our best estimateHowever, the production estimates d§oskin and Krome
for Q (Fig. 10). The final record is filtered using smoothing (2005 and Marmod09 are about 10% lower during
splines Enting 1987 with a cutoff period of 20yr in order  entire Holocene and are in general outside our uncerti
to remove high-frequency noise. range. If we can rely on our data-based estimates o

Total +1 standard deviation ¢I) uncertainties inQ total radiocarbon inventory in the Earth system, then
(Fig. 10, grey band) are estimated to be around 6% atlower average production rate in thésoskin and Krome
10kyrBP and to slowly diminish to aroundt1-2% by (2005 and Marmod09 records suggest that the radioca
1800 AD (Appendix Fig. A1f). Overall uncertainty i@ in- inventory is underestimated in their setups.
creases over the industrial period and is estimated to be Inthe industrial period, the Marmod09 production rate |
+6% by 1950 AD. The difference i@ between BIO and plays a drop inQ by almost a factor of two. This reco
CIRC is assumed to reflect the uncertainty range due to oustruction is intended to provide the surface age of the o
incomplete understanding of the deglacial £&volution.  for the Holocene for calibration of marine samples from 1
Uncertainties in theA¥C input data, the air-sea gas ex- time period. Data after 1850 AD are not to be considere
change rate and the gross primary production (GPP) of thehe authors purposely do not include a fossil fuel correct
land biosphere are taken into account using a Monte Carl@imilarly, Usoskin and Krome(2009 do not provide dati
approach and based on further sensitivity simulations (seafter 1900 AD.
Sect.Al for details of the error estimation).

The radiocarbon production records frodsoskin and ~ 3.2.2 A reference radiocarbon production rate
Kromer (20095 and from the Marmod09 box modeht(p: ) ) ]
Iiwww.radiocarbon.org/IntCal09%20files/marmod09;csv ~ Next, we discuss the absolute value @fin more detail.
model described inHughen et al. 2004 show similar Averaged over the Holocene, our simulations yield*a

o . ; o i _ 1 251
variations on timescales of decades to millennia (£g. ~ Production of @ =472molyr= (1.77 atomscm”s "), as
listed in Table2. Independent calculations of particle fluy
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Fig. 10. (a, b)Total 14C production rate from this study (black line with grey $hading) and the reconstructions frarsoskin and Krome
(2005 (blue) and the output of the Marmod09 box model (red). The grey shading indiediesincertainty as computed from statistit
uncertainties in the atmospherdd4C records and in the processes governing the deglacigli@@ease, air-sea gas transfer rate and gl
primary production on land (see Appendix and Fig. At).Shows the last 1000 yr of the production record in more detail. The two d:
lines indicate the potential offset of our best guess production rate duetd 8% (Io) uncertainty in the data-based radiocarbon invent

and cosmogenic radionuclide production ratdagarik and
Beer 1999 2009 estimateQ =2.05atoms cm?s ! (they

uncertainty in our reconstruction becomes negligible in
calculation of the time-average®l Systematic and structur

state an uncertainty of 10 %) for a solar modulation potentialuncertainties in the preindustrial data-based ocean radi

of ®=550MeV. As already visible from FiglO, Usoskin
and Kromer(20095 obtained a lower Holocene medh of
1.506 atoms cm? s~ 1. RecentlyKovaltsov et al (2012 pre-

bon inventory of approximately 15 %) (Key et al, 2004
R. Key, personal communication, May 2013) dominates
uncertainty in the mean production rate, while uncertair

sented an alternative production model and reported an avin the terrestrial*C sink are of minor relevance. Therefc

erage production rate of 1.88 atoms¢chs ! for the period

we estimate the total uncertainty of the base level of our

1750-1900 AD. This is higher than our estimate for the sameduction rate to be of the order of 15 %.

period of 1.75atomscnfs 1. We compare absolute num-
bers ofQ for different values ofb (see next section) and the
geomagnetic dipole moment (Fi@3). To determineQ for
any given VADM and® is not without problems because the
probability that the modelled evolution hits any point in the
(VADM, ®)-space is small (Figl3). In addition, the value
depends on the calculation and normalisationbfwhich
introduces another source of error.

For the present-day VADM andd=550MeV (see
Sect. 3.3), our carbon cycle based estimate @fis
~1.71atomscm?s™! and thus lower than the value re-
ported byMasarik and Bee(2009. Note that the statistical

3.3 Results for the solar activity reconstruction

Next, we combine our production recor@ with estimates
of VADM to compute the solar modulation potenti&lwith
the help of the model output frodasarik and Bee1999
which gives the slope in th@ — ® space for a given valu
of VADM (we do not use their absolute values 6f. Un-
certainties ind are again assessed using a Monte Carlc
proach (see Appendix A2 for details on the different sou
of uncertainty ind and TSI).
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One key problem is the normalisation @f i.e. how® is 14
aligned to observational datdM(scheler et a).2007). The
period of overlap of the) record with ground-based mea- 12
surements is very limited as uncertainties in the atmospheric —
injection of radiocarbon from atomic bomb tests hinders the ‘€
determination ofQ from the A14C record after 1950AD. &
Forbush ground-based ionisation chamber (IC) data recentlyg
reanalysed byJsoskin et al(2011) (US11) are characterised = 8
by large uncertainties and only cover roughly one solar cycle <
(mid 1936-1950 AD). The considerable uncertainties both 6
in Q and @ in this period make it difficult to connect re-
constructions of past solar activity to the recent epoch. Still,
we choose to use these monthly data to normalise our re-
construction. Converting the LIS used for US11 to the one

® Jackson et al.,2000

— Yang et al.,2000 (YNOO)
Knudsen et al.,2008 (KNO8)
Korte et al.,2011 (KO11)

16000 8000 6000 4000

time [year B.P.]

2000 0

used byCastagnoli and La{1980 (which we use through-
out this study) according télerbst et al.(2010 yields an
average solar modulation potential ®=403 MeV during

Fig. 11.Reconstructions of the virtual axis dipole moment (VAD
of the geomagnetic field for the Holocene. Blagkng et al (2000,
orange:Knudsen et al(2008, blue: Korte et al.(2011). For the

our calibration epoch 1937-1950 AD. Accordingly, we nor- most recent epoch, the estimate Jzfickson et al(2000 yields

malise ourQ record such that (the Monte Carlo meah)

8.22x 1022 Am? (red dot). In the present study, the datakafite

equals 403 MeV for the present-day VADM and the period €t al-(2013 is used.
1937 to 1950 AD. In this time period, the uncertainty in the
IC data is~ 130 MeV. In addition, the error due to uncertain-
ties in Q is approximately 70 MeV. This makes it difficult to solar maximum (modern maximum) with its peak in 1¢
draw firm conclusion on the reliability of the normalisation. (Lockwood 2010.
Thus, the absolute magnitude of our reconstrudtedmains To check to which degree our results depend on the ct
uncertain. of the14C production model, we apply also the newer mc
We linearly blend theQ based® with an 11yr running of Kovaltsov et al(2012) to our Q time series. The result
mean of the monthly data from US11 in the overlap periodgiven for the last millennium in Figl2c (dotted line). Ob:
1937-1950 AD and extend the reconstruction up to 2005 AD.viously, the two models yield very similar result as we r
Smoothing splines with a cutoff period of 10yr are applied malise in both cases to the same observational dataset.
to remove high-frequency noise, e.g. as introduced by the Our reconstruction of® is compared with those ¢
Monte Carlo ensemble averaging and the blending. ThisUsoskin et al.(2007 (US07, converted to GM75 LIS), «
blending with instrumental data slightly changes the averageMuscheler et al2007 (MEAOQ7) and with the reconstructic
® in 1937-1950 AD from 403 te- 415 MeV. of Steinhilber et al(2008 (SEA08), who used the ice co
& varies during the Holocene between 100 and 1200 MeVrecord of1°Be instead of radiocarbon data (FitR). Over-
on decadal to centennial timescales (Rig) with a median  all, the agreement between the f8e and thel*C-basec
value of approximately 565 MeV (see histogram in Hig). reconstructions points toward the quality of these proxie:
Millennial-scale variations o during the Holocene appear solar reconstructions. In detail, differences remain. For
small (Fig.12). This suggests that the millennial-scale vari- ample, thé““C-based reconstructions show a increasg in
ations in the radiocarbon productiah (Fig. 10) appear to  the second half of the 17th century, whereas'fie-derived
be mainly driven by variations in the magnetic field of the record suggests a decreasaimluring this period.
earth (Fig.11). The millennial-scale modulation @? is not In difference to SEA08, which is based &tBe ice core
completely removed when applying VADM dforte et al.  records, ourd is always positive and non-zero and tt
(2011. Itis difficult to state whether the remaining long-term within the physically plausible range.
modulation, recently interpreted as a solar cyXlagsos and Solanki et al(2004) suggests that solar activity is unus
Burke 2009, is of solar origin or rather related to uncertain- ally high during recent decades compared to the value
ties in reconstructed VADM. constructed for the entire Holocene. Our reconstruction «
Values around 670 MeV in the last 50yr of our recon- not point to an exceptionally high solar activity in rec
struction (1955-2005 AD) indicate a high solar activity com- decades, in agreement with the conclusiondviefscheler
pared to the average Holocene conditions. However, suclet al. (2007). The relatively higher modern values inferr
high values are not exceptional. Multiple periods with peak-by Solanki et al(2004 are eventually related to their app
to-peak variations of 400—600 MeV occur throughout the lastcation of a Northern Hemispher&4C dataset (IntCal9¢
10000 yr, induced by so-called grand solar minima and max-only. Thus, these authors neglected the influence of i
ima. The sun’s present state can be characterised by a grarfmmispheric differences in4C. We calculatedp from re-
sults of our sensitivity simulation INT09, where the IntCa
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Fig. 12. (a, b)Solid black line and grey shading: solar modulation potewdtiélith 1o uncertainty) based on our new radiocarbon produc
reconstruction and the VADM history &forte et al.(2011) using the production model dasarik and Bee(1999. The dashed line show
® as calculated from the northern hemispheric record only (experiment INTO9)bTistories ofUsoskin et al(2007) (US07, blue) anc
of Steinhilber et al(2008 (SEA08, red) are additionally shown. For the last millenni(e) we include thed record fromMuscheler
et al. (2007 (MEAOQ7, green) as well as the instrumental data compiledUbgskin et al(2011) (US11, violet). The latter was used f
normalisation and extension of odrreconstruction over recent decades. Note that all valudsare normalised to the LIS d&astagnoli
and Lal(1980 according toHerbst et al(2010. The dotted line in the lowest panel (usually not distinguishable from the solid line) <
® as calculated with the alternative production modeo¥altsov et al(2012).

Northern Hemisphere data are applied globally (Fig, deviation from the solar cycle minimum in 1986, here ta
dashed line). Due to the lowg? in the normalisation period to be 1365.57 W m2. We note that recent measures sug
from 1937 to 1950 AD (see Fi@, dashed line), thé record  a slight downward revision of the absolute value of TSI t
during the Holocene is shifted downward by approximately few per mil (Kopp and Lean2011); this hardly effects recor
140 MeV for INT09 compared to CIRC/BIO; the same nor- structed TSI anomalies. The irradiance reduction during
malisation of® to the Forbush data is applied. Then, the solarMaunder Minimum is 0.8%0.16 W nT?2 (1685 AD) com-
activity for recent decades appears unusually high comparegared to the solar cycle 22 average value of 1365.9.1

to Holocene values in the INT09 case. This is a reduction in TSI of 0.62 0.11 %o.
Changes in TSI can be expressed as radiative fol
3.4 Reconstructed total solar irradiance (RF), which is given byATSI x 711 x (1— A), whereA is the

) ) o ) earth’s mean albede<(0.3). A reduction of 0.85 W i cor-
We apply the reconstruction ob in combination with responds to a change in RF of about 0.15 Weronly. This
Egs. @) and @) to reconstruct total solar irradiance (Fig. s more than an order of magnitude smaller than the cu
Uncertainties in TSI are again estimated using a Monte,,jiative forcing due to the anthropogenic £i@crease o
Carlo approach, and considering uncertaintiesiand in = 1 g\ 2 (5.35Wn12 In (390 ppm/280 ppm)). This sme
the parameters of the analytical relationship (but not the;eqyction in TSI and RF is a direct consequence of the s
+0.4Wnt2in the TSI-B; relationship), TSl is expressed as
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= ] We test the predictability of TSI given by its periodic r
3 ‘ - I 0 I ture to extrapolate insolation changes up to 2300 AD.
extrapolation is calculated by fitting an autoregressive m

(AR(p)) of order p, applying Burg’s methodKay, 1988 for
parameter optimisation (Fid.5c). The order of the mode
is the number of past time steps (i.e. years) used to fi
model to the time series. We note that the spectrum of
is not strictly stationary (Figl5b), limiting the confidenct
in forecasting future changes in TSI. We forecast TSl in
historical period (dashed lines in Figj5c) to test to whick
degree TSI changes can be considered as apAROcess
Obviously, not all changes are matched in the historic
riod, although the present high values of TSI seems t
predictable based on past TSI changes. Common to a
trapolations is the decreasing TSI in the next 10—-20yr

Fig. 13.The absolute radiocarbon production rate plotted as a func- .
tion of the solar modulation parameterand VADM. Yearly values magnitude comparable to 1900 AD. Towards 2200 AD,

of the smoothed) record are used (with a cutoff period of 20yr three extrapolations show again increasing TSI.

as in Fig.10). The path taken by the model in thi®(VADM)-

space is indicated by the thin grey line. The circle shows the value o8-5 Changes in global mean surface air temperature

@ for the normalisation period 1937-1950 as reportedJsgskin from total solar irradiance variability

et al.(201]). The diamond shows the average production rate over

the entire Holocene. On the sides of the figure, two histograms ar&Ve translate our new TSI record as well as two earliel

displayed showing the relative occurrence of certain VADM (top constructions (VEA11, SEA12) into past changes in SAT

panel) and® (right panel) valuesy-565MeV being the median  ing the Bern3D-LPJ model. We follow the same protc

modulation potential during the Holocene. as in Sect2.2 Two transient simulations were perform
for each TSI reconstruction: in one simulation TSI is k

solar modulation function [MeV]

.0 6.5 7.0 7.5 8.0 8.5 9.0 9.5

geomagnetic field intensity [10%2Am?]

magnetic field as suggested Bghlich(2009. Applying the as the difference between the two simulations, normalist
relationships between TSI arelsuggested bghapiro et al. :

(2011 yields changes almost an order of magnitude larger inAtS'A‘-{.=O c '%203]5AD- Aﬁ tShOWn lft1 Flglr?, the rect?pt-
TSI and RF (right scale in Fig.d). structions yield rather small temperature changes attri

W | duced TSI d with to solar forcing with| ASAT| less than 0.15C at any time
€ compare our newly produced ! record. wi during the Holocene. Compared to VEA12 and SEA12,
two other recently published reconstructions based on ra

. . . o TSI reconstruction results in less negative and more pos
dionuclide productionVieira et al. (2017 (VEA1l) and .
S : . alues iINASAT before 1900 AD as expected from the 1
Steinhilber et al(2012 (SEA12). For the last millennium, vaues xP

. record. No considerable TSl-induced long-term tempere

122?c%?gi)lgfeﬁ:;a)ggxr?ngr:ﬁrssgdé\?lzhgréiafr:;?r:ihihlzgpmiI trend is simulated. Applying our TSI reconstruction base:
) ) . - “the Shapiro et al(201 li li ight scal

lennium, i.e. the Wolf, Sprer and Maunder minima, SEA12 esShapiro etal(2019 scaling (green line and right scale

. ._Fig. 16) translates into SAT changes6 times larger than th
shows plateau-like values, apparently caused by a trun(:atlog,[her reconstructions
of the @ record to positive values. Also VEA11l suggests We note that our energy balance model does not take
lower values during these minima compared to our recon-

tructi but i | the diff in the TSI account spectral changes and changes in ultraviolet 1
structions, but In general the difierences in the reCon'radiation, and thus related heating or cooling of the str

structions are small, in particular when compared to the larg ;
TSI variations suggested [Shapiro et al(2011). e?g?:;itbgl tgglz(a)bsorptlon of UV by ozone and other ac
Well-known solar periodicities in TSI contain the Hallstatt ' '
(2300yr), Eddy (1000yr), Suess (210yr) and Gleissberg cy-
cle (70-100yr) as also discussedWgnner et al(2008 and
Lundstedt et al(2006. These periodicities are also present
in our reconstruction (Fidl5), as well as the long-term mod-
ulation of approximately 6000 yX@psos and Burke2009
(not shown). A wavelet (Morlet) power spectrum indicates
that the power associated with the different cycles fluctuate
somewhat during the Holocene.

4 Summary and conclusions

In the present study the Holocene evolution of cosmog
radiocarbon ¥*C) production is reconstructed using a si
f the art Earth system model of intermediate complexity
he IntCal09/SHCal04 radiocarbon records. Then this
duction record is used in combination with reconstructi
of the geomagnetic field to reconstruct the solar module
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potential®. In further steps, total solar irradiance is recon- into an uncertainty of the order of 5% in the absolute
structed using recently proposed relationships betw&en nitude of the production in the early Holocene, but only
and TSI, and variations in TSI were translated into temperasmall uncertainties in decadal to centennial production
ture anomalies. The uncertainty arising from uncertainties inations. This uncertainty in millennial average production
input data, model parametrisation for the glacial termination,to the memory of the system to earlier changes vanishes
and model parameter values are propagated through the ethe Holocene and becomes very smalll(%) in recent mil-
tire chain from production to solar modulation to TSI using lennia. Although a detailed process understanding of the
Monte Carlo and sensitivity simulations as well as Gaussiammination, e.g. the cause of the “mystery intervd8i¢ecker
error propagation. and Barker 2007, is not required to reconstruct radioc.
The Bern3D-LPJ model is used to estimate radiocarborbon production in the Holocene, the decreasing trend ii
production from the IntCal09/SHCal04 radiocarbon records.mospheric radiocarbon over the glacial termination mus
The model features a 3-D dynamic ocean component withtaken into account.
an ocean sediment model and an interactive marine biolog- Small differences between simulations that incl
ical cycle, a 2-D atmosphere and a dynamic global vegetaHolocene climate change and the control run with no
tion model component. The model is able to reproduce themate change are found. A caveat is that our 2-D atmosp
observation-based distributions of carbon and radiocarborenergy and moisture balance model does not represer
within the ocean as well as approximate the evolution of at-portant features of climate variability such as interannual
mospheric C@ during the past 21 kyr. The explicit represen- decadal atmospheric modes. However, the available evic
tation of dissolved inorganic carbon and dissolved inorganicand the generally good agreement betwé#-based an
radiocarbon and the biological cycle in a 3-D dynamic settingindependent solar proxy reconstructions suggest that &
is a step forward compared to the often applied perturbatiorspheric radiocarbon and inferred production are relativel
approach with the box diffusion model @eschger et al. sensitive to typical Holocene climate variations.
(1975 or the outcrop model oSiegenthale(1983 (Vieira A prominent excursion in the early Holocene North
et al, 2011 Usoskin and Kromer2005 Solanki et al.2004 Hemisphere climate is the 8.2 kyr BP event with a decr
Muscheler et a).2005h. These models underestimate by de- in Greenland air temperature by about 3K within a 1
sign the inventory of dissolved inorganic carbon in the oceandecadesKobashi et al.2007). A reduction in North Atlantic
due to the neglect of the marine biological cycle. Thus, theDeep Water formation related to a spike in meltwater ir
marine radiocarbon inventory and implied cosmogenic pro-has been proposed to have occurred with this eveltis¢n
duction is also underestimated. The Bern3D-LPJ carbon-et al, 2006 Hoffman et al, 2012. This 8.2kyr event it
climate model is forced with reconstructed changes in orbitalnot represented in our model setup, and a possible &
parameters, ice sheet extent influencing surface albedo, argpheric radiocarbon signal from changing ocean circule
natural and anthropogenic variations in greenhouse gas corfe.g.Matsumoto and Yokoyama013 would be erroneousl!
centrations as well as sulfate aerosol forcings and climateattributed to a change in productiovonmoos et al(2006
variations, thereby taking into account the influence of cli- compared solar modulation estimated frif?Be versus“C.
matic variations on the cycling of carbon and radiocarbon. Deviations between the two reconstructions are not le
Our production rate estimates can be compared to induring the 8.2kyr event than during other early Holoc
dependent estimates obtained with models that computperiods. Similarly, the different reconstructions showr
production of cosmogenic nuclides in the atmosphere byFig. 12 do not point to an exceptionally large imprint of t
simulating the interaction of incoming high energy parti- 8.2 kyr event on inferred solar modulation and thus on ra
cles with atmospheric moleculebiésarik and Beer1l999 carbon production.
2009. Masarik and Bee(2009 suggests a production of Solar modulation potentiab is computed using the r
2.054+0.2atomscm?s~! for a solar modulation poten- lationship between radiocarbon production, the geomag
tial of 550 MeV. The radiocarbon budget analysis yields adipole Korte et al, 2011, and® from the models oMasarik
lower production of 1.71 atomscris ! and for the same and Bee(1999 andKovaltsov et al(2012. A key step is the
®. The Holocene meai*C production depends on varia- normalisation of thé4C-derived® record to the Forbush ir
tions in ® and the geomagnetic field and is estimated tostrumental observations over the period 1937 to 1950
1.77 atomscm?s 1, AtmosphericA4C is heavily contaminated after 1950
An open question was by how much uncertainties in theatomic bomb tests, preventing a reliable extraction of the
carbon cycle processes leading to the deglacial @€2 af-  ural production signal. In the mid-20th century, atmosph
fect estimates of the radiocarbon production. To this end, twaA14C and its interhemispheric gradient is influenced by
alternative, bounding scenarios for the deglacial,GBe  early signals of fossil fuel combustion and land use. Our
were applied in addition to a control simulations with con- tially resolved model allows us to treat interhemispheric ¢
stant climate and ocean circulation. We show that uncertaineentration differences and land use explicitly. We show
ties in the processes responsible for the reconstructed COreconstructions inb that rely on the Northern Hemisphe
and AC variations over the glacial termination translate AC record only are biased towards low values during
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Fig. 14. (a, b)Total solar irradiance deviation from solar cycle minimum value in 1986 (assumed to 1365.57\eatculated in this stud
(black with grey & error, lefty axis), and the reconstructions Bjeira et al.(2011) (VEAL11, red) andSteinhilber et al(2012 (SEA12,
blue). The dotted lines indicate the uncertainty introduced by random errors froﬁﬂﬂﬁéhistory alone excluding any systematic errc
(c) Magnification of the last 1000 yr; in addition to VEA11 and SEA12 the dafaedbygue and Bar(R011) (DB11, green) is shown as we
as the composite record from the Physikalisch-Meteorologisches Observatorium Davos (PMOD). The DB11 record has been alit
other records by adding an offset of 0.5 W fa The righty axis shows the corresponding TSI variations when applying#heS| scaling
of Shapiro et al(2011) to our & history.

Holocene. To our knowledge, thie record byUsoskin etal.  context of the Holocened was estimated to be on avere
(2007 is based orQ from Usoskin and Krome(2005 and  at 650 MeV during the last 25 yr bgteinhilber et al(2008
thus on the Northern Hemisphere radiocarbon record onlyfor a reference Local Interstellar Spectrum (LIS)Gdstag-
Their values are systematically lower than ours and their besholi and Lal(1980. We find an averag® for the Holocene
estimates are in general outside oardonfidence band dur- (10 to 0 kyr BP) of 555 MeV. Solar activity in our decada
ing the last 7 kyr. Theb record bySteinhilber et al(2009 smoothed record is during 28 % of the time higher than
shows in general values below our confidence range duringnodern average of 650 MeV and during 39 % of the t
the period 7 to 3 kyr BP, while the two reconstructions agreehigher than 600 MeV, used to define periods of high acti
on average during the more recent millennia. Agreement withby Steinhilber et al(2008 (Fig. 13). This may be compare
respect to decadal to centennial variability is generally highto corresponding values of 2 and 15 % 8teinhilber et al
among the different reconstructions. However, notable ex{2008. In contrast to earlier reconstructions, our record ¢
ceptions exist. For example, the reconstructiostsinhilber  gests that periods of high solar activity 600 MeV) were
et al.(2008 suggests a strong negative fluctuation between &uite common not only in recent millennia, but through
and 7.8 kyr BP, not seen in tRéC-derived records. the Holocene.

We reevaluated the claim b$olanki et al.(2004 that Our reconstruction ind can be used to derive a ran
the recent sun is exceptionally active. As earlier studiesof solar irradiance reconstructions using published mett
(Muscheler et a).2007 Steinhilber et al.2008, we con-  Shapiro et al(2011) suggest that variations in spectral ¢
clude that recent solar activity is high but not unusual in thethus total solar irradiance are proportional to variatiombir
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Fig. 15. (a)Power spectrum of our TSI record up to periodicities of 2000 yr. The most dominant periodicities correspond to the Gl
Suess and Eddy cycle@) Wavelet power spectrum calculated with a Morlet wavelet with lpgriodicity axis and colour shadin@) Fore-
casting of the solar irradiance using an autoregressive model of pr@&R(p)) fitted using Burg’s method. Before fitting the time seri
a high-pass filter (1000 yr) has been applied in order to remove low-frequency trends. The dashed lines show forecasts with the
model starting at year 1300, 1500, 1700 and 1900 AD (magenta dots). Coloured lines show forecasts starting in 2005 AD for differ
of the AR model.

Their analysis suggests a high scalingdofvith TSI and a  solar activity in the next decades towards average Holo
Maunder Minimum reduction in TSI compared to the presentconditions.

solar minimum by about 0.4 %. This is significantly larger ~ We applied different TSI reconstructions to estimate v
than the reduction suggested in other recent reconstructionations in global mean surface air temperature (SAT) du
(Steinhilber et a].2012 Vieira et al, 2011), but within the TSI changes only. We stress that these SAT anomalie
range of TSI variations explored in earlier climate model due to TSI variations only and do not include SAT val
studies Ammann et al.2007, Jansen et a12007). Here, we  tions due to other drivers such as orbital forcing, natural
further convertedb into TSI using the nonlinear equations anthropogenic greenhouse gas concentration variatior
used bySteinhilber et al.(2008. This yields small varia- changes in the extent and the albedo of ice sheets. Tf
tions in TSI and a Maunder Minimum reduction in TSI com- sults suggest that there were several periods in the Holc
pared to recent solar minima of only 0.62 %.. The resultingwere TSl-related SAT anomalies were larger than for
overall range in TSI is about 1.2 WTA. Future extension 2000 AD. In particular, several warm anomalies occurre
of TSI using autoregressive modelling suggests a declininghe period from 5500 to 3600 BP. Temperature anomi
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Fig. 16. (a, b)Simulated changes in SAT as a response to different TSI forcings: this study (black), VEA11 (red) and SEA12 (bl
axis. The green line (right axis) shows the simulated SAT changes by a solar variation based d@n lugtory but converted to TSI usir
the method oBhapiro et al(2011). The anomalies were calculated as the difference between two transient simulations, one with all
and the other with the same forcings but solar forcing taken to be constant. The last 1000 yr are showr(&gaihlines show smoothing
splines with a cutoff period of 30 yr.

are comparable to twentieth century anomalies in the periodieglacial carbon cycle changes translate into an uncert
from 200 BC to 600 AD. In contrast, the TSI reconstruction in Q, especially in the early Holocene. To account for t
of Steinhilber et al(2012) implies that SAT anomalies due we use the arithmetic mean of BIO and CIRC as our
to TSI changes were below current values almost during theguessQ reconstruction and the difference between ther
entire Holocene. In conclusion, our reconstruction of the ra-our uncertainty range, which is around 4.5% in the e
diocarbon production rate and the solar modulation potentialHolocene and drops below 1 % at 5000 kyr BP.
as well as the implied changes in solar irradiance, provide an In addition, also the uncertainty of the IntCal09/SHCa
alternative for climate modellers. record translates into an error of the production rec
100 radiocarbon histories were randomly generated
Gaussian-distributed 14C values at each point in time of I

Appendix A record, varied within & uncertainty as (shown in Figb) on
their original time grid (5 yr spacing). For each realisatior

Estimation of uncertainties the A4C history, the transient simulation with Bern3D-L
was repeated and the resultiggsmoothed. The d range

Al Assessment of uncertainties in th&*C production from the 100 smoothed records (Fig. Alb) is of the orde
record 4-5 %, decreasing towards preindustrial times to 1.5 %.

During 1930-1950, this error increases again raf
There are several potential sources of error entering the cakhardly visible in Fig. Alb) to 10 % because the atmosph
culation of the production rate, summarised in Fig. AL. As carbon inventory increases at a high rate. Therefore, ri
already discussed in detail in the main text, the uncertain
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Fig. Al. Assessment of uncertainties in our production rate record in rﬁél)(a) Radiocarbon production rate (arithmetic mean of CI
and BIO);(b) the uncertainty stemming from the pre-Holocene carbon cycle evolution calculated as the absolute difference betwe
from simulations BIO and CIRC(c) the smoothed d. error from theA4C record (as shown in Figb) is calculated by a Monte Car
approach including 100 individual simulations; aftf) the uncertainty in air-sea and air-land fluxes deduced by sensitivity experir
The total error in productiote) varies between 30 and 5 moly}, corresponding to a relative error of6 to 1.5 %. The bulk uncertainty i
the average level af resulting form an uncertain ocean (and land) inventory is not included in this calculation. We estimate this unc
to be~ 15%.

small errors inA14C of ~ 1% translate into rather big un- uncertainty in gas exchange and GPP do not alter the
certainties in the change of the atmospheric radiocarbon inlute value ofQ, but change the amplitude in the variatic
ventory, and thus into the production rate. of Q.

The air—sea flux of radiocarbon is the dominant flux out Uncertainties are also related to tH€ signature assoc
of the atmosphere with approximately 430 motyrWe as-  ated with the carbon flux applied to close the atmospt
sess its variations by nominally changing the air-sea gas€O, budget (‘4Fbudgetin Eqg. 1). For example, the missit
exchange rate withia=15 % (Mdller et al, 2008. Two ad-  carbon sink process could be due to a slow down of
ditional runs were performed in which the seasonally andoceanic thermohaline circulation (THC) or a growth of le
spatially varying gas exchange rates of the standard setupegetation: two processes with different isotopic signatt
were increased/decreased everywhere by 15%. In analogyfe assume that this signature varies betw&@00 %o rel-
uncertainties in the flux into the land biosphere were assessedtive to the contemporary atmosphere. The associated
by varying the gross primary productivity of the model by in the production is in general small with peaks of 1—.
+15%. In these two experiments, differences in the total(Fig. Ale). However, towards 1950 AD, where the antt
14C inventory were subtracted to get the uncertainties in thepogenic influence leads to increasing £iévels, the uncer
fluxes alone; the effect of the inventory is discussed sepiainty reaches up to 4% as the model simulates a too-\
arately. These errors if*Fas+ 14Fap vary together with  oceanic/land sink and/or too-high emissions.
changes in the atmosphend“C signature. The error from We estimate the total standard deviation by quadratit
tTf uncelr}ainty in the combined air-to-sea and air-to-landyoy addition, o = /> Uéy to be~6% during the earl
(*"Fas + *"Fap) fluxes is smaller than 2.5% of the produc- Holocene, decreasing to 1.5-2.5% towards preindus

tion at any time (Fig. Ald). It is important to note that the times (Fig. A1f). The total uncertainty in the early Holoce
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Fig. A2. Assessment of uncertainties in the solar modulation potedtial MeV. (a) Best estimate ofb (mean of the Monte Carlo simt
lations), (b) uncertainty in® from uncertainties in the radiocarbon producti@n(c) from the uncertainty in the VADM reconstruction |
Korte et al.(2011), (d) the uncertainty in the model to convert production iftpand(e) total 1o uncertainty in the MC calculation.

is dominated by the uncertainty in th&14C input data 1o errors of this calculation are shown. The total errosmir
and the deglacial history. These two sources of error devaries then between 300 MeV (early Holocene) and 70 |
crease towards preindustrial times. In the first half of the(preindustrial). All three components of error contribute
last century, uncertainties increase again mainly associatedpproximately equal parts to the total uncertainty.
with the anthropogenic C{ncrease. This increasing uncer-  The possible bias introduced by the normalisation is
tainty towards 1950 AD+{ 9 %) is important when normalis-  included in this figure. This would add anotherl30 MeV
ing reconstructed solar modulation to the recent instrumentalincertainty to the average level &f (but not on its tempo
records. ral evolution). Note that any constant systematic offsePi
As noted in the main text, theslerror is estimated to be would not translate into an offset in the solar modulation
15 % for the oceah*C inventory (R. Key, personal commu- tential asQ is normalised before converting tb.

nication, May 2013) and for the tot¥lC inventory. This po- Similarly, the uncertainty in the change in TSI as
tential systematic bias is not included in the uncertainty bandconstructed with the use of Eqs3)(and @) is calculatec
of Q as it would not change the temporal evolution. (Fig. A3b and c). The & error of @ is taken into accour

as well as the uncertainties in E4) @nd of the exponent
A2 Propagation of uncertainties from Q to ® and ATSI in Eq. 3) (£0.3) (Steinhilber et al.2009. The error in the

reference value of TSI (1264.64 WThin Eq. 4) does not
Next, the uncertainty calculation @ and of ATSI is dis-  affect relative changes in TSI, but its absolute level. The |
cussed (grey bands in Figs2and14). Three general sources 1o uncertainty inATSI ranges between 0.2 and 0.8 W
of uncertainty ind are considered: the uncertainty@h the  (Fig. A3d), to equal part stemming from the errordnand
uncertainty in VADM and finally the error of the produc- the conversion model.
tion rate simulations (i.e. the slope @/Q) assumed to be More than half of the uncertainty in TSI is of syste
10%. Using Monte Carlo calculations, we varied the differ- atic nature and related to thie-TSI relationship (Fig. A3c)
ent sources of uncertainty individually in every year to as- More specifically, the slope of the linear relationship betw
sess the propagation of errors. In Fig. A2b—d the individual
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Fig. A3. Assessment of uncertainties in tRel'SI reconstruction in Wm2. (a) ATSI (mean of the Monte Carlo simulationgh) the
uncertainty inATSI from the error ofb, (c) from the uncertainty in the TSBy relationship, andd) when considering all uncertainties
the MC calculation. Errors aresluncertainties. The dashed line shows the uncertainty introduced by random errors propagated
AYAC history excluding any systematic errors.

the interplanetary magnetic field and TSI (B).is highly Edited by: L. Skinner

uncertain with 0.38 0.17 units. A lower slope would corre-

spond to correspondingly lower amplitude variations in TSI

and a larger slope to larger amplitudes in TSI, while the

temporal structure of the reconstruction would remain un-References
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4.2 Supplementary material to: A reconstruction of radiocar-
bon production and total solar irradiance from the Holocene
4C and CO, records: implications of data and model un-
certainties

4.2.1 The carbon cycle response to changes in the remineralization profile
of organic matter

In this section the response of the carbon cycle to changes in the remineralization profile of
particulate organic matter (POM) is discussed. This profile was altered in Roth & Joos (2013) in
order to force the model in a LGM state compatible with observed atmospheric COs. The
implication of glacial-interglacial remineralization changes in the context of CO5 and §'3C is
further discussed in Menviel et al. (2012). The other mechanism invoked in Roth & Joos (2013),
i.e. the change in surface ocean wind stress, has already been discussed in detail by T'schumi
et al. (2011).

Kwon et al. (2009) pointed out the high sensitivity of atmospheric CO2 to changes in the depth
where organic matter remineralizes and speculated for a possible role of this mechanism to
explain G-IG COg changes. Kwon et al. (2009) used an OCMIP-type biogeochemistry model
similar to that incorporated into the Bern3D ocean model, where remineralization in the water
column is parametrized according a power-law know as the “Martin-curve” (Martin et al., 1987):

Fro,(2) = /0 (1 — 0)Tnew(2')d2" <z> oz >z (4.1)

Ze

2=z

Here, Fpo,(2) is the flow of organic matter at depth z, 1-o the fraction of the new production
(T'hew) which is exported out of the euphotic zone at z. = 75m. The exponent « defines the shape
of the curve: a high value of « shoals while a low a deepens the depth at which organic matter
is remineralized. The default configuration is a = 0.9 in the Bern3D model. The stated numbers
are valid for the Bern3D model, the model of Kwon et al. (2009) uses slightly different values.

In contrast to the model used by Kwon et al. (2009), the Bern3D ocean model is coupled to a
sediment model. i.e. an “open” model subject to burial-weathering dynamics. The sensitivity of
atmospheric CO» to varying « is found to be even more pronounced in the coupled ocean-sediment
model, making « a powerful tuning-knob to alter COz2 as applied in Menviel et al. (2012) as well
as in Roth & Joos (2013).

In the following, sensitivity runs are discussed where « is set to discrete values for preindustrial
background conditions of the carbon cycle-climate system with COs2 set to 278 ppm during the
spinup. The same experiments have also been conducted with a setup where the sediment model
was deactivated to mimic the model invoked by Kwon et al. (2009).

We now focus on the experiment where @ has been set to 0.8, this corresponds an increase in
the depth where Fpo,(2)/Fpo,(z.) is reduced to 1/e (e-folding depth) of 262m, i.e. +34m
compared to the control experiment (« = 0.9). Figure 4.1 shows the resulting equilibrium
anomalies w.r.t. the control simulation for POy, DIC, Alk and (potential) pCO2 in a transect
through the Atlantic, Southern Ocean and Pacific.

Without sediment module, the oceans POy inventory is conserved and a deepening of the
remineralization depth leads to a steepening of the gradient in PO4 and DIC as more POM
reaches the deep ocean. At the same time, Alk is slightly increased at shallow depths as less
POM is remineralized near the surface ocean (POM remineralization consumes Alk). These
changes in DIC and Alk lead to a reduction in surface ocean pCOs2 and thus atmospheric COs.
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Figure 4.1: Comparison of anomalies of oceanic POy, DIC, Alk and (potential) pCO2 from the perturbation run
(a = 0.8) w.r.t. the control run (o = 0.9). Anomalies are calculated after 40 kyr and shown as a transect through
the Atlantic, Southern Ocean and Pacific. The left column shows the results in the setup where no sediment

model was coupled to the ocean model, while the right column shows the corresponding results in the coupled
ocean-sediment model.
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In the setup with sediment model, downward fluxes of POM (and CaCOg) are not remineralized
at the seafloor, but deposited on the model’s sediment layer and may get completely buried after
some thousand years. This organic matter sedimentation is a sink for ocean tracers: an enhanced
burial of POM leads to an transient imbalance between burial and weathering of PO4, DIC and
Alk. Global integrated fluxes are presented in Fig. 4.2. Although the export production of POM
decreases as a result of the limited nutrient availability, the loss of carbon due to seafloor POM
sedimentation, is increased. On the other hand, also the CaCOg3 cycle is affected as the lysocline
deepens (not shown). Despite the deepened lysocline, the CaCOj3 burial rates are not enhanced
because the reduced rate of export production overcompensates for the larger volume of water
oversaturated w.r.t. calcite.

Both the reduced CaCO3 and the increased POM burial rates lead to a transiently positive
oceanic Alk budget as weathering exceeds burial. For DIC, this imbalance is less pronounced as
changes CaCO3 and POM partly compensates. This increase in mean oceanic Alk, and thus the
decrease in seawater pCQa, is clearly visible in Fig. 4.1.

To summarize: the change of o leads to an much stronger perturbation in the ocean’s carbonate
system in an open model: this is because the sustained imbalance between weathering and burial
rates of DIC and Alk, overcompensating the counteracting effect of a net removal of nutrients
from the ocean.

Now the response in atmospheric CO2 is quantified for a wider range of choices for a. In Figure
4.3a, the time-evolution of those variables is presented again compared to a closed system. The
change in atmospheric COg is 4-7 times higher in the setup with sediments compared to the
setup without sediments due to the aforementioned processes. As most of the changes in COq
can be attributed to the weathering-burial imbalance, the involved timescales are relatively long
with an e-folding timescale, that is the time where 63% of the final anomaly is reached, of
~7000 yr. Compared to this, the corresponding timescale in the closed system is only ~650 yr!

Can we also expect a drastic change in atmospheric A™C? As shown in Fig. 4.3b, the changes
are modest with only 30%o (i.e. 3%) change for & = 0.9 — 0.8 compared to the 24% change in
CO,. This can be explained with the fact that atmospheric AC is primarily controlled by
the rate of which 4C is transported away from the atmosphere, e.g. by air-sea gas-exchange
and subsequent mixing in the deep ocean by advection and diffusion. The high rate of C
transport through the upper ocean due to the strong gradient in "R between the atmosphere
and the deep ocean is dominant compared to the relatively weak biological pump. In addition,
the system has only a limited “memory” due to the radioactive decay, i.e. longterm imbalances
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Figure 4.2: Globally integrated export, deposition and burial fluxes for the control run (a = 0.9, black) and
the perturbation experiment (o = 0.8, red). The imbalance between weathering and burial of DIC and Alk
accumulating over many 10 kyr leads to strong changes in atmospheric CO2 shown in Fig. 4.3.
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between 1“C (in POM, and CaCO3) do not accumulate long enough to generate a large response
in atmospheric AMC.

In fact, the changes in atmospheric AC shown in Fig. 4.3b are mainly a result of the reduced
COg levels: given the constant rate of *C production, a lower atmospheric 12C inventory
increases 2C/!4C and thus AC. But the changes in AC are not proportional to changes in
COg; increased air-sea gas exchange driven by increased R removes most of the perturbation
and leave only ~1/10 of the anomaly in the atmosphere.
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Figure 4.3: Equilibrium response of atmospheric CO2 (a) and A C of CO4 (b) for a range of values for a (0.9
being the base case). Black lines show the response in the setup with sediment module system, while the blue lines
show the same experiments conducted without sediment model.

4.3 Production rate estimation for the spike in A"C of CO,
in 774/775 AD

Miyake et al. (2012) found an increase in the annual values atmospheric A*C measured in
Japanese tree-ring (i.e. ~12%o within a single year, shown in the upper panel of Fig. 4.5). The
question arises how energetic the incoming protons were to cause this sharp increase. If this
energy is know, the event could be attributed to a certain cause (e.g. whether it’s of solar origin
or not). This energy can be calculated if the *C production rate can be reconstructed for this
event. Different recent publications came up with very different estimates for () and thus a
different interpretation on the possible causes of the 774/775 AD event. Here an estimate to
constrain () during this events with the Bern3D model is presented.

Well mixed atmosphere

As a starting point, we assume the atmosphere to be well mixed, i.e. the (radio)carbon
concentration is everywhere the same within the atmosphere (i.e. horizontally and vertically)®.

!This corresponds to the setup used in Roth & Joos (2013) where decadal changes in ) were examined.
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Thus, the atmosphere can be approximated by one box. This is only justified if variations in
atmospheric AC are small compared to the mixing timescale within the atmosphere.

The production of radiocarbon can then be estimated by solving the atmospheric budget equation
for 1C:

Q=" Fus +" Fyp + \"N, +11' N, . (4.2)

Given an atmospheric A'C and COs history, the atmospheric '*C inventory () can be
calculated. The fluxes from/to the ocean and land biosphere (14F,; and F,;) have to be
calculated with a carbon cycle model. Here, 14N denotes the time-derivative of 14 N,. The decay
of 14C within the atmosphere with the decay constant A = 1/8267 yr~! is small and could be
neglected.

The (vertically) well-mixed representation of the atmosphere is used in Roth & Joos (2013).
However, this model is not applicable for strong interannual changes in prescribed A™C due to
the finite mixing timescales within the atmosphere.

2-box atmosphere

For changes in the production rate on timescales comparable (or shorter) than the atmospheric
mixing timescale (i.e. 1-3yr), the assumption of a well mixed atmosphere is not justified anymore.
In such a case, the atmosphere has to be represented by a (at least) two box model with separate
boxs for the stratosphere and the troposphere.

The stratospheric and tropospheric reservoirs (having subscripts s and t, respectively) are
assumed to contain 15% and 85% of the total atmospheric carbon and the exchange timescale, i.e.
the stratospheric-tropospheric exchange (STE) flux, is parametrized by an effective exchange
parameter kstg which is defined as the inverse timescale on which the stratospheric carbon
inventory exchanges with the troposphere (i.e. kstg = Ns/FsTr). The production of *C takes
place by a fraction X, in the stratosphere and X; in the troposphere, i.e. Qs = X@Q and the
total production rate then reads @ = Qs + Q)¢. Estimates for X range from 0.5 Masarik & Beer
(1999) to 0.7 (Usoskin et al., 2013). The two separate atmospheric budget equations read:

14N5 = Qs - Fst - )\14Ns (43)
14]\ft = Qt +14 Fst - )\14Nt 14 Fas - Fab7 (44)

where 14 F,; is the net flux from the stratosphere to the troposphere, which is given by:

YFy = kste - Ns(MRs =1 Ry). (4.5)
These equations are solved for @ by:

1. The tropospheric budget equation is solved for Q = Qs/X using '*N; from tree-ring data
and " F,; from the last timestep. '4F,, and " F,;, are prescribed from an existing Bern3D
simulation with prescribed annual tree-ring AMC.

2. The stratospheric budget equation is solved for 4N, (and thus for *Ry) by prescribing @
from step 1.

3. Calculate new fluxes "*F,; based on updated "R, and *R;.

4. Restart with step 1.
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Note that in the following, " Fy;, is calculated with the 4-box land-biosphere model from
Siegenthaler & Oeschger (1987); the LPJ model is only coupled once per year with the Bern3D
and therefore intra-annual variations of A™C can not be applied. This setup is sketched in Fig.
6.1. Atmospheric COj is assumed to remain constant? at 278 ppm.

(stratosphere
st=0-15*1’\‘/la (Q=x*0 ]
l Fst T Q
. 4
treerlng_’ troposphere (@=xc0 ]
data posp
Ny=0.85%N,
(&
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Fas 14Fab

4-box
[ ocean J[biosphere j

Figure 4.4: Setup of the 2-box atmosphere model coupled to the Bern3D and the 4-box land-biosphere model of
Siegenthaler & Oeschger (1987).

Sensitivity experiments

The production rate has been calculated for different parameters and is presented in Fig. 4.5b.
As expected, the choice of the STE timescale k and the relative fractions of the production rate
in the stratosphere has the biggest influence on the diagnosed Q. As a comparison, the 1-box
atmospheric model (which can be reproduced by choosing a very strong stratopshere-troposphere
coupling, i.e. a high kgrg) is also included in Fig. 4.5. The 1-year running average of @ is
peaking at around 4.3 atoms cm~2s™!, while all runs calculated with the 2-box model yield a
higher Q.

As visible in Fig. 4.5, the peak production rate is higher for high values of X, and 1/ksrE,
peaking at a maximum of ~9 atomscm™2s~!; more than 5 fold increase in the longterm mean Q.
Note that some combinations of parameters require @) to become negative after the sharp A™C
increase after 775 AD. This can be understood by the fact the signal of the increased @ has
not fully propagate from the stratosphere into the troposphere: there is still a high excess *C
downward flux from the stratosphere to the troposphere which is not seen in the data; they
suggest a stabilizing or even declining A'C after 776 AD (Fig. 4.5a).

Note that we tried to reproduce the results from Usoskin et al. (2013) (green line in Fig. 4.5)
using the same atmospheric parameters as they did. With these parameters, our estimated Q) of
~ 6.2atomscm~2s ! is still larger than the 4.1 atomscm™2s~! stated in Usoskin et al. (2013).
There seem to be quite some differences in the air-sea/biosphere fluxes in the two models?

A plausible range for @)

An 1000 member Monte-Carlo simulation was set up in order to estimate a range of plausible
I-year peak *C production. To do so, the tree-ring AC data were randomly varied in each year,
using a Gaussian random number. The parameters 1/ksrg and X were perturbed in a similar
manner (24 1 years and 0.6 & 0.2, respectively) between subsequent Monte-Carlo iterations®.

The corresponding random numbers were picked within a 1o interval around the best-guess

2Therefore N, remains constant as well.
3But they remained constant in time.
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Figure 4.5: (a) Annually resolved atmospheric A C from Japanese trees. (b) 1 year running average of the
diagnosed production rate using different parameters for the 2-box model. The dashed line indicates the level of
the longterm mean Q.

parameters. The uncertainty of the A'¥C data was translated to air-sea air-biosphere fluxes
calculated by the Bern3D model by applying the same relative errors to these fluxes multiplied
by a gross air-sea flux (and NPP, respectively) of 60 Gt C yr~!. The uncertainty introduced by
these fluxes is rather small, as they do not strongly depend on the slope of the A™C curve.

The result of this analysis is shown in Fig. 4.6a, where the median and the 90% confidence
interval is shown. The 5, 50 and 95 percentiles of the peak production rate are 3.8, 5.6 and
8.8atomscm~2s~!. In a subsequent step, all timeseries containing negative values of @ (in the
running average) were rejected, as there is no physical explanation for a negative production rate.
Recalculating the statistics again on the constrained ensemble yields the lower panel in Fig. 4.6.
The corresponding 5, 50 and 95 percentiles of the peak production rate are then 3.8, 4.7 and
6.4 atoms cm~2s~! and shown in Fig. 4.6b. The median estimate is thus not much larger than
the corresponding result of the 1-box model (4.3 atomscm~2s71).

We therefore conclude that the proposed 20 atoms cm~2s~! by Miyake et al. (2012) are an
overestimation, in agreement with the conclusions drawn by Usoskin et al. (2013). A production
rate of more than 6.4 atomscm™2 s~ ! sustained over one year seems unlikely. Note that we used
the assumption that the tree-ring data are representative for the entire troposphere. If there are
interhemispheric gradients within A™C the estimated production rate may be different. Also,
the 2-box model used here is a crude simplification. The spatially resolved production and
transport of 14C should be incorporated in an AGCM for future studies.

4.4 Pre-Holocene radiocarbon dynamics

The dynamics of the pre-Holocene atmospheric A4C-history raises several questions: i) how
levels of A'C as high as 600%o be reconciled, and ii) what is the cause of the abrupt changes in
A"C during the deglaciation (e.g. during the “Mystery Interval“ ~17.5-14.5kyr ago, (Denton
et al., 2006)). In the following, some aspects of i) are to be discussed, namely what the influence
of different reconstructions of past Q on AC, and the steady-state contribution of the carbon
cycle and climate state to variations of atmospheric AMC.
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Figure 4.6: (a) Median (black line) and 5%-95% confidence interval (gray shading) of the unconstrained
ensemble-reconstruction of @) and (b) the same for the constrained ensemble, in which models with negative @
have been rejected.

One of the problems we face when studying this time period is that reconstructions of atmospheric
AM™C are less robust than during the Holocene, where A™C can be reconstructed from ancient
trees. Several datasets are available and have been used in the past as a benchmark for models:
the IntCal09 dataset (Reimer et al., 2009) which is a composite of mainly marine proxies. The
main problem with these proxies is the reservoir-age effect: as the marine proxies (e.g. corals)
represent the AC of surface waters, a oceanic surface reservoir age has be estimated which is
then subtracted from these data to get atmospheric A'C. Often a constant surface reservoir age
is assumed which is probably not true during changes of global ocean circulation.

Recently, the stalagmite data of Hoffmann et al. (2010) and the newly available lake sediment
data from the lake Suigetsu (Bronk Ramsey et al., 2012), as well as new data from the new
Hulu-Cave (Southon et al., 2012) came available which are not affected by this issue. These
presumably more robust datasets have now been incorporated in IntCall3 (Reimer et al., 2013)
and displayed in Fig. 4.7b. In contrast to IntCal09, the new data show generally lower A4C
values before 25kyr BP and a less steep drop during the “Mystery Interval“. The average A4C
level from 40-28 kyr BP decreased from 580%¢ in IntCal09 to 482%0 in IntCall3, on the other
hand LGM levels of A™C slightly increased from 418 to 455%.

The high glacial AC levels and the apparent incompatibility between “C an °Be data
suggested that a large fraction of this discrepancy had to be caused by changes in the global carbon
cycle (Muscheler et al., 2004). A study, in which where a multi-box model is used, concluded
that the carbon-cycle’s contribution to high atmospheric A™C levels did not exceed +110%o and
therefore glacial A C levels as high as 700%o can not be explained, as the contribution by 4C
production rate changes do not fill the missing “gap” (Kohler et al., 2006). Here, this statement
is revisited in the light of new available proxy data and results from a more sophisticated carbon
cycle-climate model.

How does @ influence atmospheric A™C? Let Quoq be the modern production rate which
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is compatible with a AC =0%o atmosphere. If we now set Q = 2 - Qmod, atmospheric 4C
concentrations will also double in the long run (i.e. A*C increases to 1000%¢). The reason
for this is that a doubling of Quoq leads to a *C production that exceeds the decay in the
(radio-)carbon reservoirs. As the loss of 1*C is proportional to is inventory, a new equilibrium is
only given at the time where the *C inventory itself is doubled.

The timescales for the model response to such step-changes in ) are a combination of the
lifetime of 4C (7=8267yr) and the exchange-timescales between the exchanging reservoirs:
for a reduction of Q, A™C of the total carbon in the system decreases proportional to e /7,
while the timescale of the atmospheric response cannot be expressed by a single timescale. The
e-folding timescale of the atmospheric A™C change in such an experiment turns out to be
~6000 yr, that is, comparable to the half-life of 14C. In other words: if the variations in @ are
very slow, the response in A C can be easily estimated, but variations in @ faster than ~10kyr
need to be translated in A'C by a model.

The main cause of these elevated A'C is thought to be the result of a weakened geomagnetic
shielding, leading to a higher rate of radiocarbon production. This is especially pronounced
during the Laschamp event around ~40 kyr BP where the geomagnetic field was shortly reversed.
But yet, the available reconstructions differ in the magnitude and timing of past '4C production
rate changes.

A set of available reconstructions of ) are shown in Fig. 4.7a. We consider the production rates
based on the NAPIS-75 paleointensity stack (Laj et al., 2002) and the GLOPIS-75 paleointensity
stack (Laj et al., 2013)* In addition, two production rate estimates are based on the Be-flux
too the Greenland ice sheet, one is taken from Muscheler et al. (2004), while the other has been
provided by J. Beer and F. Steinhilber (denoted as Steinhilber/Beer). Note that the record from
Laj et al. (2002) is on the GRIP timescale while to other 3 are synchronized to the GISP2 age
scale.

Before the reconstructions were applied to the Bern3D model, they have been normalized to the
modern production rate, that is the amount of C production needed to compensate the loss of
14C in the preindustrial spinup due to decay and burial. For further usage, the so-constructed
timeseries can be used as a multiplier for the steady-state production rate in the Bern3D model
as diagnosed during the spinup. The reconstruction have not been smoothed for the following
experiments, they are only smoothed in Fig. 4.7a for visualization purpose.

To study the contribution of varying @, the following experiments were set up: a preindustrial
spinup of the Bern3D model has been performed including sediment and 4-box biosphere models.
Atmospheric COy had been fixed at 278 ppm and AM™C at 0%o. Then, the model was then
integrated forward in time with interactive A'C from 60kyr BP to Okyr BP either with the
transient production rate given in the reconstructions or, if these do not reach back that far, the
first @@ datapoint available. The interval from 60-50 kyr BP is again considered as a spinup and
is not further discussed here. In general, the A™C level at which the carbon cycle is spun up is
not crucial in the long term as initial conditions are to be “forgotten” after ~10kyr due to the
limited memory in the *C-cycle®.

As we are interested in the low-frequency variations of AC, a smoothing spline filter (Enting,
1987) with a cut-off period of 1kyr is applied to the simulated history of AC. Although the
@ timeseries have been normalized to modern values, the interactive AC may be different
from 0%o at 0kyr BP (because the value of AC also depends on its history). To make the
simulations comparable, the resulting A C histories have been shifted to 0%o in 0kyr BP. The
introduced error is small due to rather linear behavior of the system in terms of A'4C response.

4This record had to be converted to a production rate first. We used the 4C-production model of Kovaltsov et al.
(2012) under the assumption that the solar intensity remained at Holocene levels.
This is e.g. shown in Fig. 8 in K&hler et al. (2006).
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Figure 4.7: (a) The different '*C production rate reconstructions used to force the Bern3D model. (b) The
modeled responses of atmospheric A*C, compared observed atmospheric A**C reconstructions (black lines and
shading) from Reimer et al. (2009, IntCal09) and Reimer et al. (2013, IntCall3).

The results of these experiments are shown in Fig. 4.7b and compared to the IntCal09 and
IntCall3 datasets (Reimer et al., 2009, 2013). There is obviously (still) a considerable gap
between the best-guess observed and modeled history of atmospheric A™C prior to the LGM:
the offset is ~2300-500% except for the production rate estimate of Laj et al. (2002), which yields
significantly higher AC values. The difference between the modeled AC and the IntCall3
dataset (AAC) from 21-10kyr BP is shown in Fig. 4.8. During the LGM, the model-data
offset in AC is 70-390%0. Two fast drops in A™C and coincident increase in COg, namely
after Heinrich event 1 (H1, i.e. the “Mystery Interval”) and during the Younger Dryas (YD) are
highlighted in Fig. 4.8. Especially the fast drop following H1 was intensively discussed in the
literature (Denton et al., 2006; Broecker & Barker, 2007; Hain et al., 2011; Huiskamp & Meissner,
2012) as it is interpreted as oceanic outgassing of an old (i.e. low in A*C) watermass, which
could not be located so far.

The results shown in Fig. 4.7b indicate that, depending on the production rate reconstruction,
the drop in AMC is actually smaller than the 190%o discussed in the literature (~100%o and
~140%o for the reconstructions of Laj et al. (2002) and Laj et al. (2013), respectively).



118 4. RADIOCARBON AND ITS APPLICATION AS A PROXY FOR SOLAR ACTIVITY

—— Muscheler et al, 2004 —— Laj et al, 2004
— Laj et al, 2002 —— Steinhilber/Beer

400

260

240

220

CO, (ppm)

200

180
10

time (ka BP)

Figure 4.8: Difference between observed (IntCall3, (Reimer et al., 2013)) and modeled A C between 21-10 kyr
BP.

Contribution of carbon-cycle changes

Could this gap of 300-500%o in atmospheric A'C during the LGM been explained by changes
in the global carbon cycle? In order to assess this question, the following experiments have been
conducted: from a preindustrial spinup with A™C = 0% and atmospheric COy set to 278 ppm
(experiment PI), LGM boundary conditions are applied, these include:

Physics:

e orbital configuration,
e radiative forcings of GHGs COs, CHy and N2O,
e ice-sheet albedo,

e and freshwater relocation from ocean to the ice sheets.
Carbon cycle:

e Fe-fertilization of the marine primary production,

e the land-biosphere carbon stocks are reduced by 500 Gt C.

We chose LGM conditions because they serve for an upper limit of the carbon cycle contributions:
glacial conditions were most “extreme” at the LGM. In this configuration, the model is integrated
for 30 kyr using the modern *C production rate. This experiment is denoted as LGMgq in
Fig. 4.9. Atmospheric CO, stabilizes at 260 ppm and does obviously not coincide with the
observed ~185ppm (Petit et al., 1999), simulated atmospheric A'C stays close to 0%c. The
negligible change in A'C is the result of compensating effects: slowed ocean circulation and
more widespread sea ice would increase A™C, but the modeled increase of the total carbon
inventory in the atmosphere-ocean-sediment system of ~3000 Gt C decreases A'C, as the
constant production has to replace more decay of 4C.



4.4. PRE-HOLOCENE RADIOCARBON DYNAMICS 119

A similar approach has then applied as in Roth & Joos (2013): the model is forced to LGM-
compatible COz levels invoking two different mechanism: in LGMy;,, the remineralization depth
of organic matter is increased while in the experiment LGMgic, global windstress is reduced. In
best agreement with LGM COq data (~185ppm) are the experiments where « as been set to
0.75 and global windstress is reduced by 40%, respectively. Only these two realizations are
discussed in the following.
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Figure 4.9: Changes in CO2 and A'C when applying different forcings on the climate and carbon cycle, while
keeping the production rate at modern values. Maximum A'C changes due to LGM carbon cycle and climate
conditions do not exceed ~80%¢ for compatible CO3 levels of ~185ppm in the Bern3D model. As explained in the
main text, these changes roughly scale with the background production rate which was higher during the LGM by
0-50%, depending on the reconstructions used.

The model response is evaluated after 50 kyr and sketched in the (COg,A*C)-space in Fig. 4.9.
As expected, atmospheric A'C in LGMy;, is hardly affected as the surface-to-deep mixing of
14 is not altered. The only change is the slightly deeper transport of POC-14 tending to lower
atmospheric A™C values. The small net increase in A'C from -10%0 in LGMgtq to +20%o is
primarily a result of the low atmospheric COs levels. The other extreme is the strongly reduced
ocean mixing (the AMOC is e.g. shut down) in LGMcj,c, leading to large ocean top-to-bottom
reservoir ages (Roth & Joos, 2013) and as a result an atmospheric anomaly in AC of ~80%.

The two experiments yielding AC of 20-80%o were conducted using the modern production
rate of *C. Kohler et al. (2006) showed that carbon-cycle induced changes in A™C actually
scale with the background production rate. In other words: in a setup where the @ is doubled,
equilibrium A'C would approach 1000%o and carbon-cycle induced changes would then be as
high as ~40-160%0. LGM estimates for @) range from by 0% (Steinhilber/Beer) to 50% (Laj
et al., 2002) above modern values, depending on the reconstructions used. To conclude: our
model simulations suggest that changes in the carbon cycle during the LGM did not contribute
more than 80%x 1.5 = 120%o, which is in agreement with Kéhler et al. (2006). LGM AC could
therefore been brought into agreement with data only by applying the () reconstruction of Laj
et al. (2002).

On the other hand, a problem emerges when using the production rate reconstruction of Laj
et al. (2002) is used: differences between observed and modeled A*C are much higher prior to



120 4. RADIOCARBON AND ITS APPLICATION AS A PROXY FOR SOLAR ACTIVITY

the LGM (~ 4200%) than during the LGM (~ +60%qo) although carbon-cycle induced changes
are expected to reach their maximum during the LGM.

To summarize: although glacial atmospheric A*C have recently been corrected to lower values,
their is still a large discrepancy between production-rate induced A™C and observed AC
for most of the () reconstructions available, leaving a too-high fraction of the difference to be
explained by the glacial carbon cycle.
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Chapter 5

The response of the Earth system
to a COy emission pulse

5.1 Foreword

The impulse response function of atmospheric CO2 (IRFc(,), i.e. the temporal evolution of the
airborne-fraction of a COg9 after a pulse emission, serves as a basis for the calculation of the
global warming potential (GWP) of CO3. The GWP of COg is of special importance as COq
serves as the reference gas for the calculation of GWPs of other greenhouse gases. As for the
Forth Assessment Report (AR4) of the Intergovernmental Panel on Climate Change (IPCC)
(Forster et al., 2007), IRFco, was only based on a single model, there was need to follow a
multi-model approach in order to update IRFco, and the absolute global warming potential
(AGWP) of CO; for IPCC’s AR5 released in 2013.

In 2012, an effort was started in order to update IRFo,. Several modeling groups? agreed to
run a set of well-defined simulations with their models of various complexities. The experimental
protocol which has been distributed to the contributing groups can be found in Appendix E and
http://www.climate.unibe.ch/~joos/IRF_Intercomparison/protocol.html.

The outcome of this study is presented in the following chapter. The results were further used in
Chap. 8 of IPCC’s AR5 (Myhre et al., 2013), for which I acted as a “Contributing Author”.

!i.e. on an earlier version of the Bern-model
2http://www.climate.unibe.ch/~joos/IRF_Intercomparison/participants.html
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Abstract. The responses of carbon dioxide (§@nd other  few decades followed by a millennium-scale tail. For a 1
climate variables to an emission pulse of £i6to the atmo-  Gt-C emission pulse added to a constant@0Oncentration
sphere are often used to compute the Global Warming Potersf 389 ppm, 25t 9% is still found in the atmosphere aft
tial (GWP) and Global Temperature change Potential (GTP),1000 yr; the ocean has absorbedd592 % and the land the
to characterize the response timescales of Earth System modemainder (16: 14 %). The response in global mean surfe
els, and to build reduced-form models. In this carbon cycle-air temperature is an increase by 04£20.12°C within the
climate model intercomparison project, which spans the fullfirst twenty years; thereafter and until year 1000, temps
model hierarchy, we quantify responses to emission pulseture decreases only slightly, whereas ocean heat conten
of different magnitudes injected under different conditions. sea level continue to rise. Our best estimate for the Al
The CQ response shows the known rapid decline in the firstlute Global Warming Potential, given by the time-integra
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response in C@at year 100 multiplied by its radiative ef- climate models, covering the full model hierarchy, and
ficiency, is 92.5¢< 10~ 1°yrwWm2 perkg-CQ@. This value  cluding two large ensembles of simulations by two of |
very likely (5 to 95 % confidence) lies within the range of (68 models constrained with observations as well as an en:
to 117)x 10~ 15yrwm~2 per kg-CQ. Estimates for time-  ble of runs of a box model substituting for a suite of mc
integrated response in GQublished in the IPCC First, Sec- complex models. This allows us to address model-relatec
ond, and Fourth Assessment and our multi-model best estieertainties by investigating within-model and between-mc
mate all agree within 15 % during the first 100 yr. The inte- differences. Uncertainties related to the size of the emis
grated CQ response, normalized by the pulse size, is lowerpulse, the atmospheric and climatic background conditi
for pre-industrial conditions, compared to present day, andor the choice of the future scenario, and the carbon cy
lower for smaller pulses than larger pulses. In contrast, theclimate feedback are assessed in sensitivity simulations
response in temperature, sea level and ocean heat contesitlts are also compared to @@sponse functions as pul
is less sensitive to these choices. Although, choices in pulséished in the IPCC First (FAR) (Shine et al., 1990), Secc
size, background concentration, and model lead to uncertailSAR) (Schimel et al., 1996), and Fourth Assessment Re
ties, the most important and subjective choice to determingAR4) (Forster et al., 2007).
AGWP of CG; and GWP is the time horizon. A reevaluation of the C®response appears timely as
past GWP calculations applied results from a single mc
and (ii) the atmospheric and climatic conditions influenc
the CQ response continue to change with time. The G\
1 Introduction adopted for the first commitment period of the Kyoto pi
tocol (2008-2012) (UNFCCC, 1997, 1998) and used for
Emissions of different greenhouse gases (GHGs) and othguorting under the UNFCCC (UNFCCC, 2002) are given
agents that force the climate to change are often compared bihe SAR (Schimel et al., 1996) and based on the, @&
simplified metrics in economic frameworks, emission trad- sponse of the Bern model (Bern-SAR), an early genera
ing and mitigation schemes, and climate policy assessmentseduced-form carbon cycle model (Joos et al., 1996). Its
The Global Warming Potential (GWP) introduced by the In- haviour was compared to other carbon cycle models in |
tergovernmental Panel on Climate Change (IPCC) in 1990ng et al. (1994) and it was found to be a middle of 1
(Shine et al., 1990), is the most widely used emission metricrange model. The GWP provided in the AR4 (Forster et
GWPs are applied for emission reporting under the United2007) relies on the COresponse from the Bern2.5CC (he
Nations Framework Convention on Climate Change (UN-Bern2.5D-LPJ) Earth System Model of Intermediate Cc
FCCC, 2002) and in the emission basket approach of thelexity (EMIC) (Plattner et al., 2008). More recently, fl
legally-binding Kyoto Protocol (UNFCCC, 1998) to com- Conference of the Parties serving as the meeting of the
pare emissions of different GHGs and to compute the sdies to the Kyoto Protocol decided (UNFCCC, 2011b, a) t
called “COy-equivalent” emissions. The initial Kyoto Pro- the GWP from the AR4 should be used for the second ¢
tocol covered emissions of carbon dioxide (3Omethane  mitment period of the Kyoto Protocol and the Conferer
(CHy), nitrous oxide (NO), sulphur hexafluoride (S, hy- also noted in its decision that metrics are still being asse
drofluorocarbons (HCFs) and perfluorocarbons (PFCs) in théy IPCC in the context of its Fifth Assessment Report (AR
first commitment period (2008-2012). The Doha Amend- A much broader set of models covering the whole model
ment to the Kyoto Protocol covers emissions in a seconderarchy from reduced-form models, to EMICs, to comg
commitment period of 2013-2020 and nitrogen trifluoride hensive Earth System Models (ESMs) are now available
(NFs3) is added to the basket of greenhouse gases. The GWP The redistribution of additional C£emissions among th
compares the radiative forcing (Forster et al., 2007) inte-major carbon reservoirs in the Earth System depends on
grated over a time period caused by the emission of 1 kg oious emissions and on climate. In addition, radiative fc
an agent relative to the integrated forcing caused by the emisng of CO, depends logarithmically on its own concenti
sions of 1kg CQ. As CQO, is used as a reference gas in the tion. The response functions are calculated by modelling
GWP definition, any changes in the computation of the ra-response to a pulse emission added to a given conce
diative influence of C@affect the GWP of any other agent. tion and climate state, but these background conditions |
The purpose of this study is to compute the response in atehanged and will continue to change. For example, the
mospheric C@, in ocean and land carbon, global mean sur-centration of atmospheric GQrontinued to increase fror
face air temperature, ocean heat uptake and sea level chang84 ppm in 1990, to 378 ppm at the time of the prepe
to a pulse-like (i.e., instantaneous) emission of ,0@to tion of the IPCC AR4 report to 389 ppm in 2010 (Conw
the atmosphere. Best estimates for the mean and the 5 tand Tans, 2012). Such changes in the background conce
95 % confidence range are provided for the Absolute Globakion cause both the radiative forcing and the response fi
Warming Potential (AGWP) and the Absolute Global Tem- tion to change, but the changes partially cancel leadin
perature change Potential (AGTP) introduced by Shine esmaller changes in the AGWP (Caldeira and Kasting, 1¢
al. (2005). We analyse the responses of fifteen carbon cycleReisinger et al., 2011).
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Additional uncertainties are of a fundamental nature asture. In summary, any metric used to compare emissior
any metric to compare greenhouse gas emissions represerf®BHGs and other agents involves subjective choices and \
a crude simplification. Different forcing agents are distinct judgments and represents a considerable simplification (
and have distinct impacts on climate and the Earth systemTanaka et al., 2010; Fuglestvedt et al., 2003; Boucher, 2C
Differences include different atmospheric perturbation life-
times ranging from weeks to many millennia, different re- . . ) )
gional and vertical distributions within the atmosphere ang2 Emission metrics and impulse response functions
thus different influences on the energy fluxes within the at- . .
mosphere and to the Earth’s surface, different indirect effe(:tsz':L Global warming potential
such as confounding impacts on the lifetimes of other GHGSThe Global Warming Potential is based on the tin

(Prather and Hsu, 2010). _ integrated radiative forcing due topallseemission of a unit

A complication is the complex and regionally and tempo- 1555 of gas at nominal times= 0. It can be given as an At
rally distinct relationship between anthropogenic emissionsgqute Global Warming Potential for gasAGWPy) or as a
atmospheric abundances, radiative forcing, climate changgimensionless value by dividing the AGWBY the AGWP

and impacts and damages on socio-economic and natural sy§s 5 reference gas, usually GOThe GWP is thus defined a
tems. Other metrics have been proposed in addition to GWP

such as global temperature change potential (GTP) (Shine

et al., 2005; Fuglestvedt et al., 2010), the integrated temGWR,(TH) == w 1)
perature change potential (iGTP) (Peters et al., 2011; Azar AGWPcq,(TH)

and Johansson, 2012; Gillett and Matthews, 2010), the TEMznd the AGWP by:

Perature proxy index (TEMP) (Tanaka et al., 2009a), global

damage potentials (GDP) (Kandlikar, 1995), global cost po- ™ ™

tentials (GCP) (Tol et al., 2012; Manne and Richels, 2001)AGWPx(TH) = / RFx()dt = /Ax -IRFx(1)dt, 2
and the Cost-Effective Temperature Potential (CETP) (Jo- 0 0

hansson, 2012). These metrics compare, for equal mass emis- . . . .
sions of two GHGs, the global average surface air tempera\-’vhere RE(r) is the radiative forcing at timecaused by the
' emission pulse released at time: 0. TH is the time horizor

ture change at a given point in time (GTP), the relative dam- f choi hich the radiative forcing is i d i
ages (GDP), or the ratio of the shadow price of a gas to theoh CG?;\(/;S overdV\t/) Ich ¢ Ue’\:'a_lclgtg/e (‘)jr(_:lnghls l;ntegrege ’
shadow price of C@Qwhen a given climate change target is the used by the and in the Kyoto Protoc

achieved at least cost (GCP). TEMP is defined so that it pro-ﬁ}JI (t:ikn;eaZ?jriezr?tri}iggag{sl(osi?,r:ejse?aplplifgég;ough this choi
ides a best fit to the temperature trajectory of a given pe- " :
v ! peratu J y gven p Forster et al. (2007) (Table 2.14, p. 212) report the G'

riod and CETP is based on an approximation of the GCP.

Uncertainties generally increase along the cause-effect chaifftm datny gaset§ angxlrjdlﬁlergn:htlTe hcr)]rlzogst. A pfblem
from emissions to impacts (Prather et al., 2009) and there i atedto reporting only is that each update in AGYYP

a trade-off for the selection of metrics between completenes: Ziﬁ;};i\r/ﬁ? doerfjegyciz\gr\t/iil;sz];?gtgtg%ggls\i;ﬂ;l;gﬁ
and complexity versus simplicity and transparency, imply-
plexity plcity P Y, IMPY tentials in addition to GWP.

ing th ity of subjective jud ts (Fuglestvedt et al.
Ing the necessity of subjective judgments (Fuglestvedt etal., The radiative forcing, Rf; of gasx can be written as the

2003; Plattner et al., 2009; Tanaka et al., 2010). ) o o o
product of its radiative efficiencyly,and the perturbation it

While the GWP is a proxy for climate impacts, non- ! ) . .
climatic effects are not captured by the GWP or similar met—'?S abun_dance or purden, IRFA" IS deflnc_ed as the radie
tive forcing per kg increase in atmospheric burden of ga

rics. Air pollutants, such as ozone, aerosols, nitrogen oxides . . .
carbon monoxide, or volatile organic compounds, ianuencerRFX(.t) Is the impulse response function (IRF) or Gree
human health and ecosystems directly. Anthropogenig Cofunctlon. IRFx represents .the tlme-o!ep_endent abundanc
emissions cause not only global warming, but also ocearPas¥ _caused by the additional emission of one I_<g of |
acidification by the uptake of excess e@rr et al., 2005; x at time 0. In other words, the IRE) is the fraction of

Joos et al., 2011; Friedrich et al., 2012) — a threat to coralﬂ_]e enhancement in concentration due to the added €

reefs, marine ecosystems, and related economic sectors (G _(_)n pulse rema”?'”g in the atmosphere at iméor suf-
tuso et al., 2011). iciently small emissions and approximately constant be

The different perturbation timescales imply that near-term.ground con_dltlons th_e radiative efficiency, can be approx:
effects of short-lived agents must be compared with the per-'mated as .“”?e"”"af'a”t- L
sistent effects of long-lived agents if a metric is to be defined. The radiative forcing by a p'erturbatlon in the atmosph
Attempts involve the restriction to a distinct time horizon for burden .Of cQ, ANC.OZ’ relatlvg to a reference burdgn
the numerical evaluation of the metric (traditionally 20, 100 Nco,,0, is parameterized following (Myhre et al., 1998):
or 500yr for GWP) or the application of discounting rates, Nco,,0+ ANCOZ> 3)

_ 2
typically giving little weight to effects in the more distant fu- RFco, (ANcop) =5.35Wmin ( Nco,.0
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This yields for small perturbations: local perturbation in one species invokes perturbations ¢

_,ANCo, where on a range of timescales and often involving m

RFco,(ACO,(7)) = 5.35Wm “—————= = Aco, - ANco, other species. The chemistry-transport system can be

Neoz.0 earized and represented with the help of eigenvalue de«

4) position following Prather, 2007. Then, it becomes cl

Thus in the limit of a small perturbation, the radiative effi- that the perturbation timescales; represent the (nege

ciency of CQ is 5.35W n12 divided by the constant refer- tive inverse) eigenvalues characterizing the leading chen
ence burden and is thus itself a constant and time-invariant. modes of gas.

It is convenient to describe the IRBy exponential func- CO, is, unlike most other agents, not destroyed by ch
tions (Prather, 2007; Maier-Reimer and Hasselmann, 1987ical reactions in the atmosphere or deposited on the €
Aamaas et al., 2012). surface, but redistributed within the major carbon res
voirs atmosphere, ocean, land biosphere involving mult
timescales for exchange among and for overturning wi
these reservoirs. A substantial fraction of the initial pertur
tion by the emission pulse remains in the atmosphere an
ocean for millennia. This fraction is only removed by oce:

for ANco, — 0

IRFX(t)=ax$o+Zax,i-exp<—I) for t > 0.

i=1 i

®)

The unitless coefficientsy ; represent a fraction that is as-

sociated with a certain nominal timescajg and their sum, i Cint i d int ’ ith th h
includingay o, equals lay g is the fraction of emissions that sediment Interactions and Interactions wi € weaihe

remains permanently in the atmosphere. In turn the AGWPand burial cycle of carbon involving timescales from me
for gasx is: millennia to hundred thousand years (Archer et al., 2009
7))

The continuum of timescales involved in the redistributi

AGWPK(TH) = Ax -ax,0- TH of CO, can be approximated in practice by a few timesc:

n -T only. It is usually sufficient to consider three to four terms
+szax$i S Tx,i (1—exp< o the sum in Eq. (5). Then the coefficientso, ; andtco,,;

i=1 xt have no direct process-based meaning, but are fitting

AGWP increases with increasing time horizon TH. It ap- rameters chosen to represent a given model-baseddR}

proaches a constant value for TH several times larger thaiThe IRF of a model is normally computed by calculating

(6)

the largest perturbation timescale of gasand if ay o is

response to a pulse-like perturbation. In our case, the

equal zero. Then, the AGWP becomes the product of theor atmospheric C@is computed within the suite of carbc

“steady-state” life time of a perturbation, ss, (Prather,
2007) and the radiative efficiency, i.e., AGWR Axt, ss

cycle-climate models by monitoring the simulated decre
of an initial atmospheric C®perturbation due to a pulse

The steady-state perturbation lifetime is the weighted sunlike CO;, release into the model atmosphere. Similarly, IF

over all timescalest( ss= X ayitx;). This implies that a

for surface temperature, ocean heat uptake, sea level ri

change in the integration horizon from, for example, 100 yrany other variable of interest are obtained by monitorinc

to 1000 yr has no impact on the AGWP of gases with up tosimulated evolution after the initial perturbation.

decadal perturbation timescales such as methane, but AGWP The IRFs or Green'’s functions computed in this study

continues to increase with TH for long-lived gases such asalso useful to characterize the carbon cycle-climate moc

CO,, N20O, or Sk. Consequently, the GWP of gases with a The theoretical justification is that IRFs represent a comg

short life time generally decreases with increasing time hori-characterization of the response of a linear system to ar

zon and the variation in GWP values with time horizon only ternal perturbation. For CQthe value of the IRF at any pa

reflects properties of the reference gas,CEor instance, ticular time is the fraction of the initially added carbon whi

the GWP values for Cl which has an adjustment time of is still found in the atmosphere. In a linear approximation,

approximately 12 yr, decrease with increasing time horizonchange in atmospheric GOnventory at timercan be repre-

(except for time horizons of a few years only), since GWP issented as the sum of earlier anthropogenic emissigret,

defined with the (increasing) integrated RF of £i®the de-  time s’ multiplied by the fraction still remaining airborne a

nominator. As TH increases past the adjustment time of,CH ter timer — ¢/, IRFco,(r — 1'):

the development in GWdpy, with time horizon is purely

controlled by the development in AGWB, (Aamaas et al., !

2012). For long-lived gases (e.g.®, SFs) the development  COx(r) = /e(t/) -IRFco,(t —t')di’ + COz(10),

in GWP is controlled by both the increasing integrals of the A

radiative forcing by the long-lived gas and €0n conclu-

sion, the GWP depends strongly on the behavior of the refwhere CQ(to) is the atmospheric CQinventory at a time

erence gas and sensitively on the (subjective) choice of th&vhen the system was in (approximate) steady state.

time horizon (see e.g., Shine, 2009). IRF is thus a first-order approximation how excess antt
Most GHGs are involved in complex chemical reactions in Pogenic carbon is removed from the atmosphere by a pe

the atmosphere and are transported within the atmosphere. glar model.

@)
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Non-linearities in the carbon cycle-climate system, how- with Ry (Eq. 10), where the RFand R often come from dif-
ever, limit the accuracy of the above equation substantiallyferent models that are likely not consistent in terms of oc
The IRFco,is not an invariant function, but depends on the heat and carbon uptake (for example, thezBFs from the
magnitude of the carbon emissions (Maier-Reimer and HasBern-SAR model and th& is from HadCM3). It is alsao
selmann, 1987). Non-linearities arise from the non-linearitypossible to estimate AGTd, and IRF co, directly from
of the carbonate chemistry in the ocean, from changes ira climate-carbon cycle model in response to a pulse e
ocean circulation with global warming that affect the surface-sion. This is done in this study with the suite of carbon-cy
to-deep transport of excess anthropogenic,@® well as  climate models. Apart from the box models, these moc
from other effects such as non-linear dependencies of terfeature a consistent treatment of heat and carbon trans
restrial productivity or soil overturning rates on climate and Following similar logic, it is possible to derive similar e
atmospheric C@ It has been shown that the atmospheric re- pressions for the time-integrated GTP, ocean heat con
sponse, as simulated with a comprehensive model, is betteand sea level rise. Recent research has shown that the
approximated using oceanic and terrestrial impulse responsend the time-integrated GTP are numerically similar ove
functions that include major non-linearities of the carbon cy-range of time horizons, other than for very short lived spe:
cle (Joos et al., 1996; Meyer et al., 1999). In conclusion, thelike black carbon (Peters et al., 2011; Azar and Johans
IRF and thus also the AGWP for G@epends on the details 2012).
of the experimental setup (background concentration, pulse
size) as well as on the characteristics of the carbon cycle-
climate model used for its determination. 3 Model description and experimental setup

2.2 Global temperature change potential An open call was directed to the carbon cycle-climate m

- . elling community to participate in this IRfo, intercompar-
The GWP has been critiqued from several angles (e.g., Shingg project (Joos et al., 2012). A common protocol defi

2009; O'Neill, 2000) and an important critique is that the ., 14e| setup, requested simulations (Table 1), and outpu
AGWP does not directly translate into a well-known climate j; ;g given as a Supplement. The procedure corresponc
response. The Global Temperature change Potential (GTR}, 4 for the calculation of the IRFo, for the IPCC SAR (Ent-
was developed as an alternative (Shine et al., 2005). The Abi'ng et al., 1994) and the IPCC AR4. In addition, output v
solute Global Temperature change Potential (AGTP) is they5q requested for the change in global mean surface air
change in global mean surface temperatw®, attime TH  nora1re as well as ocean heat content, and steric sea
in response to a pulse emissianof one unit of agent at  yjse This allows us to derive the impulse response funct
time = 0. It corresponds to IRF, the impulse response of ¢, emperature, ocean heat content and steric sea leve
temperature7’, to a unit emission of agent to an emission pulse of GQand correspondingly the AGW
AT (TH) and AGTP for CQ and similar metrics for ocean heat co
(=0 (8)  tentand steric sea level rise.

Results from fifteen models were submitted (Table:
The Global Temperature change Potential, GTR the  and 3) and these are briefly described and reference

AGTPx(TH) =

AGTP of x compared to that of C® the Appendix A. The models include three comprehen:
AGTP,(TH) Earth System Models (HADGEM2-ES, MPI-ESM, NCA

GTR(TH) = ——— %~ 9) CSM1.4), seven Earth System Models of Intermediate C
AGTPco,(TH) plexity (EMICs), and four box-type models (ACC2, Ber

SAR, MAGICC, TOTEM). Many of these EMICs also pa
ticipated in three model intercomparsion projects targe
to study the evolution of the climate and the carbon

The AGTP is often written as convolution integral of the ra-
diative forcing:

TH cle over the historical period (Eby et al., 2012) and |
AGTP(TH) :/RFX(t)-R(TH—t)dt, (10)  der different future scenarios (Zickfeld et al., 2012) &
to explore the evolution of the North Atlantic Meridion

0 Overturning Circulation scenarios (Weaver et al., 201

whereR(¢) is the temporally displaced responseTirio as- The EMICs are of varying complexity and include ¢
function change in radiative forcing at time= 0. R is influ- ther a 3-dimensional dynamic ocean (Bern3D-LPJ, GEN
enced by the uncertain properties of the global climate sysLt OVECLIM, MESMO, Uvic-2.9), a 2-dimensional dynami
tem such as the climate sensitivity, the heat capacity of theocean (Bern2.5D-LPJ, Climber2.4-LPJmL), or a box-ty
lower atmosphere-earth surface system, and by the rate afcean (DCESS). Nine models include a Dynamic Gla
ocean heat uptake. Vegetation Model (HADGEM2-ES, MPI-ESM, Bern2.!

In most previous work (Fuglestevedt et al., 2010), theLPJ, Bern3D-LPJ, Climber2.4-LPImL, GENIE, LOVI
AGTP has been estimated from the convolution of the RF CLIM, MESMO, UVic-2.9), one model a spatially-resolve
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Table 1. Overview on main simulations. All simulations are started from a preindustrial state.

Simulation  Model setup

PD100, standard impulse

run 1 Atmospheric C@prescribed to follow the historical evolution up to year 2010
and kept at 389 ppm thereafter. Compatible emissions are diagnosed. Non-CO
and land use forcing constant after 2010.

run 2 Model is forced with diagnosed emissions from run 1 and atmospherd<CO
computed. Other forcings as in run 1.

run 3 Setup as in run 2. An emission pulse of 100 GtC is added in 2015 AD

P1100 and PI5000 preindustrial impulses

run 4 Control simulation under preindustrial conditions and freely evolving CO
run 5 As run 4. An emission pulse of 100 GtC is added in year 10
run 6 As run 4. An emission pulse of 5000 GtC is added in year 10

terrestrial carbon cycle with prescribed vegetation distribu-to determine the “standard” IRF from individual models.
tion (NCAR CSM1.4) and five models (ACC2, Bern-SAR, example figure showing results from these three simulat
DCESS, MAGGIC6, TOTEM) a box-type biosphere with a in terms of atmospheric GOcan be found in the protocc
simple logarithmic dependency of NPP on £Q@and use added in the Supplement.
and land use changes and their impacts on the carbon cy- Inrun 1, a model is forced with historical concentration
cle and biophysical forcing are explicitly included as internal to a reference year (hergs = 2010) and then concentratic
part of the model in five models (HADGEM2-ES, MPI-ESM, is kept fixed thereafter at a constant value (here fef3=
Bern3D-LPJ, GENIE, UVic-2.9). One model (Bern3D-LPJ, 389 ppm). A data file with the reconstructed distribution
ensemble version) also includes a representation of peatlandgmospheric C@over the period 850 to 2010 AD was di
and permafrost processes and corresponding carbon stocksbuted to all groups. The model emissions, that are com
(Tarnocai et al., 2009). The equilibrium climate sensitivity of ible with the prescribed Cfevolution, are diagnosed fror
the models ranges between 1.5 to 8C7for a nominal dou-  the simulated change in total carbon inventory (prescribe:
bling of atmospheric C&@ Eight models include an ocean- mospheric change plus modelled ocean and terrestrial ce
sediment and weathering/burial module to address long-ternuptake and any imbalance in the weathering/burial cycle
(multi-millennial) carbon cycle changes. However, here we In run 2, a model is forced with the diagnosed emissi
restrict the time horizon to 1000yr and do not provide re- obtained from run 1 with the same model. Run 2 serves
sults for the multi-millennial C@ evolution. The models control purposes only and was not provided for the M
used to compute IRfo, for the SAR (Bern-SAR) and forthe ESM and NCAR CSM1.4 model as CPU time was lackil
AR4 (Bern2.5-LPJ) as used by the UNFCCC are included forln run 3, the same forcing and setup as in run 2 is appl
traceability of results. but in addition 100 GtC are added instantaneously to the
The “standard” setup corresponds to a pulse input ofmosphere five years after the reference year (here in 201
100 GtC added to a constant background concentration oThe normalised IRF is then approximately:
389 ppm. The emission pulse is equivalent to a mean at-
mospheric change of 47.10 ppm when using a unit con/RFco; (7 = fmodel— 20150) = (CO2(tmode) — CO2rer)/
version factor of 2.123GtCppnt (Enting et al., 1994). (100 GtG/2.123GtC ppmY) for fmogel> 2015

Recently, the factor to convertppm into mol was slightly o .
revised to 0.1765 £5%) Pmolppm?® (Prather et al., The general advice in the protocol was to include norpC

2012); this yields a conversion factor of 2.120 GtCppm forcing and land use area changes to the extent poss
(0.1765 Pmol ppm! x 12.01 gC mott) when assuming that Non-CQ forcing as well as land use area are kept cons

CO; is distributed evenly in the atmosphere as done heredt 2010 level after 2010. While the total radiative forcing

For current emissions, the increase in the stratosphere lad€Pt constantinrun 1 and 2 after 2010, the climate is ev
the tropospheric increase and a 1 ppm change in the tropdnd freely. The response to a 100 GtC pulse obtained f
sphere may corresponds to a mean atmospheric change thiaf? 1 10 3 for a present day (PD) background is also tert
is about 1 to 2% lower. In the following these uncertainties ~D100" and represents our standard case.

of order 2 % are neglected. Three simulations are performed !N @ddition to these standard experiments, groups v
also asked to provide results for emissions pulses of 100
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Table 2. Characterization of the climate models: physical componehi#$, denotes the equilibrium climate sensitivity for a nomir
doubling of CGQ. AT, reported here for the Bern3D-LPJ, CLIMBER2, DCESS, LOVECLIM, MESMO1.0, UVic2.9 are those detert
by doubling preindustrial C®in a simulation over 1000 yr (Eby et al., 2012).

Model Atmosphere Ocean and Seaice  Land surface ATy,
(Celsius)
ACC2 Land-ocean energy balance  Diffusion model, simple sea-ice Simple land surface albedo 4.04
model correction factor parameterization
Bern-SAR 1-box upwelling-diffusion-entrainment model n/a n/a
Bern2.5D-LPJ  1-D (zonally and vertically 2-D friction-geostrophic circulation n/a 3.2
(or Bern2.5CC) averaged) energy moisture- model with thermodynamic sea ice; 3
balance model, 7%x 15° ocean basins, connected in Southern
Ocean, 7.5 x 15°, 14 vertical levels
Bern3D-LPJ 2-D energy-moisture balance 3-D friction-geostrophic circulation 1-layer soil temperature, no soil 3.3
model; 10 x (3—19f model with sea ice; 10x (3-19f, 32 moisture storage, river routing
levels
CLIMBER-2- 3-D statistical-dynamical 2-D friction-geostrophic circulation 1-layer soil temperature, 2-layer soil 3.0
LPImL model; 10 x 51°, 10 layers model with sea ice; 2% 21 levels hydrology, snow cover, river routing
DCESS 2-box energy-moisture balance2-box parameterized circulation and ex-No explicit soil temperature and 2.8
model change, no explicit sea ice; 55 levels moisture calculation
GENIE 2-D energy-moisture balance3-D friction-geostrophic circulation 1-layer soil temperature, bucket soil  4.0+0.8
model; 10 x (3-19) model with sea ice; 10x (3-19F, 16 moisture model, river routing
levels
HADGEM2- 3-D GCM, 38 vertical levels, 3-D ocean GCM, 1-degree, increasinglOSES-2: tiled land-surface with 4- 4.58
ES N96 (1.25x 1.875 degree) to 1/3 degree at equator. 40 vertical levdayer soil temperature and hydrology,
resolution els river routing.
LOVECLIM 3-D quasi-geostrophic circula- 3-D primitive equation circulation 1-layer soil temperature, bucket soil 1.5
11 tion model; 5.6 x5.6°, 3levels model with sea ice; 3x 3°, 20 levels  moisture model, river routing
MAGICC6 4-box energy-balance model. 2 hemispheric columns, upwelling- Simple land surface albedo parameter1.9to 5.7
diffusion-entrainment, 50 levels, simpleization; soil temperature/moisture only (Average 2.88)
sea-ice correction factor. parameterized for permafrost area.
MESMO 1.0 2-D energy-moisture balance3-D friction-geostrophic circulation 1-layer soil temperature, bucket soil3.7
model; 10 x (3-19y model with sea ice; 10x (3-19F, 16 moisture model, river routing
levels
MPI-ESM ECHAMG6 3D GCM T63L47 MPIOM 3-D primitive equation GCM JSBACH: tiled land-surface, 5-layer 3.4
+ seaice GR15L40 grid soil temperature, 1-layer hydrology, HD
river routing model
NCAR CCM3T31,L18 NCOM 3.8 x (0.8—1.8°), 25 levels LSMT31 2.0
CSM1.4 with seaice
TOTEM n/a n/a n/a n/a
UVic 2.9 2-D energy-moisture balance3-D primitive equation circulation 1-layer soil temperature, complex soil3.6
model; 1.8 x 3.6° model with dynamic & thermodynamic moisture model, river routing

seaice 1.8x 3.6°, 19 levels

(run 5, case P1100) and 5000 GtC (run 6, P15000) added testandard run with the 100 GtC pulse added to the preini
a preindustrial (P1) background. A preindustrial control sim- trial CO, concentration.

ulation with constant boundary conditions and freely evolv-  Sensitivity simulations with one model (Bern3D-LPJ, ¢
ing CO, was also requested (run 4). 5000 GtC is of the samdfigures in protocol in tbe Supplement) for PD100 suggest
order as available conventional (coal, oil, gas) fossil carbornthe simulated response is insensitive to the inclusion of r
resources and has been used in past pulse experiments (e.§0, forcing and whether the emissions pulse is release
Archer et al., 2009; Eby et al., 2009). This experiment is thusthe beginning of the year or distributed over one year.
indicative of the long-term consequences for burning all con-the other hand, the simulated IB&; is about 0.02 highe
ventional fossil resources. The influence of different back-if anthropogenic land use is explicitly included comparec
ground CQ concentrations is quantified by comparing the
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Model Land Land use (LU) Marine Biogeochemistry & Ecosystem  Sediment/
Carbon Cycle (LU area data and Weathering
anthropogenic LU classes
ACC2 4-box, R-factor (C@fertilization) and n/a 4-box global atmosphere-ocean, n/a
010 temperature sensitivity of soil res- temperature-sensitive carbonate
piration) chemistry
BernSAR 4-box, R-factor (C&fertilization) n/a n/a (perturbation approach) n/a

Bern2.5D-LPJ
(or Bern2.5CC)

Dynamic Vegetation Model, 9 Plant n/a
Functional Types, multiple-litter/soil
pools, 3.78 x 2.5°

Prognostic export production, P, DIC,n/a
DOC, (POC), ALK, G, no
ecosystem

Bern3D-LPJ Dynamic Vegetation Model, 9 PlantHyde 3.1 Prognostic export production, P, Fe, Siyes/diagnosed
Functional Types, multiple-litter/soil 3 LU classes, products DIC, DOC, POC ALK, @, no
pools, 3.78 x 2.5° ecosystem
CLIMBER2- Dynamic Vegetation Model Landuse dataset 1700-2005Prognostic export production, P, DIC,yes/yes
LPJImL 9 Plant Functional Types, 12 Crop(Portman et al., 2008; Fader etDOC, POC, ALK, @, NPZD ecosys-
Functional Types, 05x 0.5° al., 2010) tem
DCESS 4-box, R-factor (COfertilization) and n/a Prognostic export production, PO yeslyes
010 temperature sensitivity of soil res- POC
piration PIC, DIC and ALK, no ecosystem
GENIE Efficient Numerical Terrestrial SchemePMIP3 (800-1699), CMIP5 Prognostic export production, P, Feyes/diagnosed
(ENTS). (1500-2005) 1 LU class DIC, DOC, POC, ALK, Q, no ecosys-
1 Plant Functional Type; 26« (3—-19) tem
HADGEM2- TRIFFID Dynamic global vegetation Hurtt et al. (2011) harmonized; DiatHadOCC n/a
ES model, with 5 PFTs. Half-hourly car- Anthropogenic agricultural
bon fluxes from vegetation physiology fraction
and soil respiration. 4-pool soil carbon
model.
LOVECLIM1.1 Dynamic Vegetation Model n/a Prognostic P, DIC, POC, DOC, ALK, preservation/no
2 Plant Functional Types; 56« 5.6° Oy, export production/no ecosystem
MAGICC6 4-box global carbon cycle model, cal-n/a. n/a (perturbation approach) n/a.
ibrated towards 9 C4MIP carbon cycle
model’s pools and fluxes.
MESMO 1.0 Efficient Numerical Terrestrial Schemen/a Prognostic export production, P, Fe, Sin/a
(ENTS). N, DIC, DOC,POC, ALK, no ecosys-
1 Plant Functional Type; 26 (3-19) tem
MPI-ESM JSBACH:, 3 living, 4 litter, 1 slow soil Prescribed 1994 distribution of Full carbonate chemistry, NPZD typeyes/diagnosed
carbon pool, dynamical vegetation, 12agricultural land ecosystem, P§ NOs, Fe colimitation
PFTs of biological production
NCAR CASA prescribed veg. distribution n/a Modified OCMIP-2 with prognostic exy/a
CsSM1.4 port
TOTEM Global carbon-nitrogen-phosphorus cyn/a Global carbon-nitrogen-phosphorus cyparam./
cle model, explicit treatments of rivers, cle model, explicit treatments of coastalparameterized
erosion, fertilizer appl. zone
UVic 2.9 Dynamic Vegetation Model, 5 PlantHyde 3.1, 2 grass PFTs used forNPZD, 2 nutrient and 2 phytoplankon yes/diagnosed

Functional Types, 3%x 1.8, 3 carbon agriculture, LUC carbon split classes, prognostic RONO3, Oy, DIC,

pools per PFT, 1 soil carbon pool

evenly to soil and atmosphere ALK, denitrification

a simulation with natural vegetation only as less carbon istering procedure applying eight preindustrial climatic cc

taken up on the converted land.

straints (Holden et al., 2013). The 69 member ensemble

Three of the participating modeling groups delivered re-reduced to 20 members by requiring a plausible present
sults from an ensemble of simulations. The GENIE groupCO, concentration in an emission-forced simulation over
reported results from an ensemble with 69 members wheréndustrial period and beyond. Here, median and 5% to 9
model parameters where varied within uncertainties. The 69intervals from these 20 different model setups are report:
member ensemble was derived from a set of around 1500 The 69-member ensemble has an ensemble-averaggc
simulations combined with a statistical modelling and fil- concentration of 404 50 ppm (meas: 1 sdv) at 2000 AD,
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compared to 370 ppm measured at Mauna Loap @on control run (run 2; run 1 for MPI-ESM and NCAR CSM1.4
average lowered to 364 14 ppm at 2000 AD in the reduced The resulting response is smoothed using cut-off period
set. The cases that give the better agreement with observeti 20, 50, 250, and 500 yr for the periods from year O to
CO; have the larger land uptake through the model's,CO from year 10 to 50, from year 50 to 100, from year 100 to ¢
fertilization mechanism. Gross primary productivity in GE- and year 300 to 1000, respectively. The response of all n
NIE increases by 2Z 18% (meant 1 sdv) in the full set elsto the 100 GtC pulse added to a 389 ppm background
and by 39+ 17 % in the reduced set for a doubling of the smoothed in this way for consistency. This treatment has
atmospheric C@concentration and considering fertilization tually no effect on results from box-models and from EMI
only. with small or absent internal variability and on the integra

The MAGICC model version 6.3 has been run in 171 IRFco, that is used to compute the AGWP and GWP.
different parameter settings that emulate 19 AOGCMs and The multi-model mean IRfp, and responses in othe
9 coupled climate-carbon cycle models from the Coupledquantities are fitted by a sum of exponentials:

Model Intercomparison Project Three (CMIP3) and the Cou- 3

pled Carbon Cycle Climate Model Intercomparison ProjecthF(t) —a +Za»-ex (;’) for 0<7<1000yr (11)
(C4MIP). The application of this model to simulate IRFs has -9 — P T - = y

been described in (Reisinger et al., 2010). = . )

The Bern3D-LPJ model was run in 1069 different se- For IRFco, the conditions is applied that the sum of the «
tups selected from a 5000-member ensemble following £fficientsa; equals 1 and for the other variables (e.g., <
Bayesian approach. Nineteen key model parameters are valace air temperature, ocean heat content, steric sea level
ied. These are related to terrestrial and ocean carbon and helfat the sum equals zero. We suggest to use numerical v
exchange, uncertainties in anthropogenic radiative forcing@S obtained by these fits for the multi-model mean in fut
and the transient and equilibrium climate sensitivity of the Studies. Note that the fits only apply for the period from ¢
model. The 5000 member ensemble is constrained by a largd000 yr- We use the values from the fits as our best estim
set of observation-based data including estimates for surface 1h€ responses as simulated by individual models were
air temperature change, ocean heat uptake, atmosphesic cditted using Eq. (11). The coefficients; (<) are tabulated ir
change and ocean and land carbon uptake rates, seven phydi€ Supplement for all models and for the responses ip. ¢

cal and biogeochemical 3-D ocean tracer fields, and land carResults of the fits are compared with the model output
bon stocks and fluxes. complementary figure in the Supplement.

Additional sensitivity simulations were carried out with
the standard setup of the Bern3D-LPJ model. These includg Reasyits
a series of runs with emission pulses ranging from 10 to
10000 GtC added to a preindustrial background. These sim4_1 Impulse response functions and absolute global
ulations are used to demonstrate the dependency of the IRF  warming potentials for CO»
on the magnitude of emissions. The model was also run in
a mode where climate was kept constant for emission pulse$he evolution of the IREo, (Fig. 1a) shows a rapid decrea
of 100 and 5000 GtC. These simulations allow us to quantifyin the first few years after the emission pulse and then a
the impact of carbon-cycle climate feedbacks on thedfigF  tinued but slow decline. It reaches a fraction of (460.14
within the Bern3D-LPJ model. (£two sdv) at year 20 and 0.410.13 at year hundrec
The pulse size of 100 GtC applied in the standard simuladn other words, while 40 % of the initial atmospheric &
tion (run 3) is larger than the pulse size of 10 GtC applied toperturbation is on model-average removed from the at
determine the IREo, in the Bern-SAR model for the SAR  sphere within 20yr, it takes additional 80 yr to mitigate 1
and the pulse of 40 GtC applied in the Bern2.5D-LPJ for thenext 19 % of the perturbation. At year 1000, more than 2!
AR4. The choice of the larger pulse size is to improve signal-(+ 9 %) of the perturbation is still airborne. This evolutic
to-noise ratio in the simulated response. The simple Bernis consistent with earlier model results (Maier-Reimer ¢
SAR model does not feature any internal variability and so aHasselmann, 1987; Cao et al., 2009; Siegenthaler and .
small pulse size still permits us to compute its response reli-1992; Sarmiento et al., 1992; Enting et al., 1994; Arche
ably. In contrast, the Bern2.5D-LPJ used in the AR4 and everal., 2009; Eby et al., 2009). It is also consistent with «
more the ESM used in this study feature considerable interunderstanding of the carbon cycle as two-way transfer
nal variability in atmospheric C®and climate that would carbon between reservoirs with different timescales (P
mask the response to a small emission pulse. tice et al., 2001; Denman et al., 2007; Oeschger et al., 1
Model output was smoothed to remove short-term vari-Broecker et al., 1980).
ability using a spline-fit method (Enting, 1987). A cut-off ~ The time-integrated IRfo, (Fig. 1b), and thus
period is chosen as input parameter to the spline routine SuUCAGWPco,, increases continuously with time and the
that the amplitude of a sine wave with this period is attenu-is no sign of approaching a steady state value at year 1
ated by 50 %. The results from run 3 are subtracted from theélThe time-integrated IRfo, for the individual models is
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Table 4. Time-integrated airborne fraction for different time horizons in units of years and corresponding uncertainty ranges. Multiy
with 1.77x 10-15Wm~2kg-CO; ! yields the Absolute Global Warming Potential (AGWP) for £®alues in parentheses for the Bern3
LPJ, GENIE, and MAGICC6 ensembles represent median and 5 % to 95 % confidence range. The median for each of these models
in the multi-model mean; reference setup of the Bern3D-LPJ is not included. The errors of the multi-model mean r&presstaindard
deviations. Our best estimate for the mean is the value from the fit to the multi-model mean and the best estimate for the 5to 95 %«
range is the average range from the different methods centered at the mean.

Time Horizon 20yr 50yr 100yr 500yr 1000 yr
Time-integrated IREq, (yr)
NCAR CSM1.4 13.8 27.8 46.6 n/a n/a
HadGEM2-ES 14.7 30.9 53.3 n/a n/a
MPI-ESM 14.5 29.2 48.8 n/a n/a
Bern3D-LPJ (reference) 15.4 34.3 61.9 241 417
Bern3D-LPJ ensemble 15.1 32.7 57.6 205 n/a
(14.0-16.0) (28.9-36.0) (48.9-65.6) (160-265) n/a
Bern2.5D-LPJ 13.9 29.7 51.1 163 283
CLIMBER2-LPJ 13.0 26.8 49.2 181 306
DCESS 14.6 318 56.3 199 329
GENIE ensemble 13.6 28.9 50.5 173 n/a
(10.9-17.6) (21.7-41.4) (38.3-77.9) (143.68-271) n/a
LOVECLIM 135 27.9 45.3 170 280
MESMO 15.1 33.6 61.1 238 410
UvVic2.9 13.7 295 53.0 209 376
ACC2 13.7 27.9 46.5 151 252
Bern-SAR 14.0 29.0 48.9 161 270
MAGICC6 ensemble 14.0 29.6 51.8 199 n/a
(12.0-16.1) (23.6-35.7) (40.0-64.2) (148-233) n/a
TOTEM2 16.9 38.3 66.6 180 281
multi-model mean 14.31.8 30.2£5.7 52.4+11.3 186+ 48 308+ 94

Uncertainty ranges (yr)

multi-model range 3.6 11.3 22.6 96 189
Bern3D-LPJ 21 7.2 16.7 105 n/a
GENIE 6.7 19.8 39.5 128 172
MAGICC6 4.1 121 24.2 85 n/a
Linear Progamming n/a n/a 24.0 n/a n/a
Average of ranges 4.1 12.6 25.8 103 180
in % of multi-model mean 28.8 41.6 49.1 56 58

Best estimates for time-integrated IR, (yr)

mean 14.2 30.3 52.4 184 310
5-95% confidence range  (12.2-16.3) (24.0-36.6) (39.5-65.2) (132-235)  (220-400)

Best estimates for AGWP of CZCIlO*l5 yrw m—2 kg-Coz_l)

mean 25.2 53.5 92.5 324 548
5-95 % confidence range (20.7-29.6) (41.1-65.8) (67.9-117) (228-421) (380-716)

tabulated in Table 4. The multi-model mean increases fromsame for a time horizon of 100yr and slightly different 1
14.3+ 1.8 yr (meant 2 sdv) at year 20, to 3025.7 at year  the time horizons of 20, 50, 500, and 1000 yr than those
50, to 52.4+ 11.3 at year 100, to 18648 at year 500, and multi-model mean values (the values from the fit are: 14.Z

to 308+ 94 at year 1000. 30.3yr, 52.4yr, 184 yr, 310yr). We use these values from
The multi-model mean IRfo, over the first 1000 yr is fit-  fit as our best estimates in Table 4.
ted by a sum of exponentials and the coefficients fordgF Uncertainty ranges across models and from model

and for other responses are given in Table 5. We note thatembles:there are uncertainties in the IB& and the
the time-integrated IRfo, as calculated with this fit is the AGWPco,. The range in integrated IRb, across all models
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Table 5. Coefficients to fit multi-model mean responses to a pulse emission of 100 GtC following Equation 11 in the main text
0<t <1000yr. The mean relative error of the fit is given in percent. The error is calculated from annual values as the avera
absolute differences between fjf)(and multi-model mearw() divided by the multi-model mean (N ) (m — f)/m). Multiplication by
(12/(100x 44 x 1012)) yields the change per kg-GQor ocean and land carbon storage, surface air temperature (SAT), time-integrate
(iSAT), steric sea level rise (SSLR), and ocean heat content (OHC). The timescalesgiven in years and units of are indicated in
parentheses in the first column.

rel. error ap atg a as 71 17 73
IRFco, 0.6 0.2173  0.2240 0.2824  0.2763 394.4 3654 4.304
Ocean (GtC) 0.6 6029 —26.48 —17.45 —16.35 3905 1005 4551
Land (GtC) 13 17.07 3321 —3341 -1509 7476 7031 6.139
SAT (°C) 1.8 0.1383 0.05789 —0.06729 —0.1289 264.0 5.818 0.8062
ISAT (°Cyr) 1.8 3934 —4432 777.7 -280.0 16080 2294 1144
SSLR (cm) 15 5259 —-3.789 —0.9351 -05350 581.7 7571 5.963
OHC (16%2J) 1.0 42,63 -3286 —6.5890 —3.182 4204 54.82 6.340

is 40 to 65yr at year hundred. This is comparable to the 5-approach to analysing the carbon cycle response was i
95 % interval ranging from 40 to 64 yr for the MAGICC6 duced earlier (Enting and Mansbridge, 1987).
ensemble that emulates a number of carbon-climate models. For the present study we consider functions with ¢8F
The 5-95 % confidence interval for the Bern3D-LPJ ensem+{r = 0) = 1, IRFco, (r) > 0, d/d IRFco, () <0, and d/dr?
ble, constrained with a broad set of observations, is 49 tdRFco, () > 0, and which give behavior consistent with o
66 yr at year 100 and somewhat smaller than the model rangeservations for the 20th century. This last condition is
The ensemble interval from the GENIE model is larger thanpressed in terms of the 20th century cumulative airbc
the other ranges at year 100; the time-dependence of thifaction y. If we takey as known precisely then we fin
ensemble was constrained only by preindustrial to moderrthat for TH=100yr, the integrated response is constrail
CO, change. At year 20 and 50, the situation with regardto lie in the range 39.7 to 52.4 yr. The implication is that
to uncertainties ranges is qualitatively similar as for yeargardless of the model structure, no linear model that exh
100. However, the 5-95 % confidence range for the MAG-the dissipative behaviour expressed by the constraints o
ICC6 ensemble is smaller than the range across all models aterivatives, can have an integrated response that lies oL
year 500, whereas the width of the confidence range is largethis range. This range of 13 yr is thus an upper bounc
than that of the model range for the observation-constrainedhe amount of uncertainty that can arise from difference
Bern3D-LPJ and GENIE ensembles. This may suggest thamodel structure (and termed “structural uncertainty”, Ent
observational-constraints as applied in the Bern3D-LPJ naret al., 2012).
row the uncertainty range for a time horizon of up to 100yr.  If, however, it is acknowledged that the 20th century «
An alternative, linear programming approacan alterna-  mulative airborne fraction is not known precisely, mainly
tive approach is to constrain the uncertainty in igf-by as-  cause of uncertainties in land-use emissions (Stocker e
suming a linear carbon system and constraining theeRF  2011), then a wider class of response functions and a w
with estimates of the 20th century airborne fraction ofxCO range of integrals is possible. Constraining the airborne f
If we consider the uncertainty in the integrated response, thetion to lie in the range 0.%0.05 gives the range 33.6 1
clearly if IRFco, lies between 0 and 1, the integral to time 57.6yr for possible values of the integral for HHLOO yr.
TH will lie between 0 and TH, regardless of the form of the This expanded range of uncertainty is a combination of
function IRF-o,. However not all functions have physically “structural uncertainty” described above, and a “calibrat
reasonable behaviour and not all functions will be consistenuncertainty” arising from uncertainties in the calibration d
with the 20th century pattern of emissions and concentra{Enting et al., 2012).
tions. Including such considerations can narrow the range of Since we are primarily concerned with the range rat
possible values of the integrated response. Finding the maxhan the specific value, the 20th century constraint
imum and minimum possible values of the integral (and thebeen approximated in terms of carbon emissions that ¢
functions that give these extrema) is a problem in mathe-exponentially over 150yr with a timescale of 50yr (em
matical optimisation that can be analysed using the calculusions are proportional to exg(50 yr))). This is a truncatior
of variations. If the constraints are linear, then the discre-of the expression for the airborne fraction in terms of
tised form of the optimisation can be expressed as a problerhaplace transform of the response (Enting, 1990). In p
in linear programming for which well-established computa- ciple, the same approach can be used for=TRDyr but
tional techniques are available (Press et al., 1986). Such abecause the 20yr timescale is less representative of
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Fig. 1. (a) The evolution of the impulse response function for C@RFc,, for an emission pulse of 100 GtC added to an atmosph
background concentration of 389 ppm (PD100) for a range of Earth System Models (thick solid), EMICs (dashed and thin sc
reduced-form models (dotted). The multi-model mean, computed by giving each available model equal weight, and the corregpan:
standard deviation range is shown by the black solid line and the grey shading. Note that not all models were run to year 1000 ar
number of models included in the average changes with time. For three models, Bern3D-LPJ (red), GENIE (brown) and MAGICC
an ensemble of simulations is available and the ensemble median and 5 to 95 % confidence intervals are given by error bars for ye
and 500. Only the ensemble medians are included in the multi-model mean and(bgr&me aga) but for the time-integrated IRfo, .

century changes, the “calibration” constraint does little to best estimates for the mean and 5-95 % confidence ranc
constrain the range of uncertainty for the integral. the time-integrated IRfo, .

5-95% confidence rangdn conclusion, different ap- The MAGICC and Bern3D-LPJ ensemble ranges
proaches to estimate the uncertainty in the integrateddRF roughly symmetrically distributed around the median
for a time horizon of 100 yr yield comparable results. Takentime horizons of 20, 50, and 100yr and skewed, but in
together, these approaches yield an average uncertainty randerent directions, for 500 yr. These results tend to suppor
of 26 yr or of 49 % for the 100-yr integrated response (Ta-assumption that the uncertainty range is symmetric arc
ble 4). We assume that this average range represents approthe best estimate, though the ensemble range from the
imately a 5-95 % confidence range and that it is symmetri-NIE model is skewed towards high values.
cally distributed around the multi-model mean to arrive at our
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Absolute Global Warming Potentialmultiplying the Time (years after pulse)

time-integrated IREp, with the radiative efficiency of 0 20 40 6 8 1% 200 400 e 80 1000

COg, Aco,, Yields the Absolute Global Warming Potential, o)

AGWPco,. Here, Aco, is computed for an atmospheric
background of 389 ppm and in the limit of a small pertur-
bation by using the derivative of the simplified radiative
forcing expression of (Myhre et al., 1998) (Egs. 3 and 4
and convertingppm into kg-Cr Aco, = 5.35Wm 2
(389ppm) ! x (2.123x 102kg-Cppm 1)~ x  (12kg-
Cl44kg-CQ) = 1.77x 107 Wm—2kg-CO .

The uncertainty in the radiative efficiency of Qs
given as+10% in the IPCC TAR and AR4 (90% confi-
dence interval, see page 140 of Forster et al., 2007) and
guided by the spread in published estimates. An uncer-
tainty of £10 % translates to an uncertainty range of 20 %.
The overall uncertainty in AGWE, is only slightly larger
than that for IRkco, as the uncertainty imco, is much
smaller than that of the time integrated IR®F. Assum-
ing quadratic error propagation, the uncertainty range in
AGWPco,(TH=100yr) is 53% (/(0.4% + 0.22) = 0.53)
compared to 49% of the integrated IRl (Table 4).
Our best estimate for the AGWB, is a mean value
of 92.5x 10-Pyrwm2 kg-CQ;* and a 5-95% confi-
dence range of (68 to 11%)10 Syrwm2kg-CQ;* for
a time horizon of 100yr. In IPCC uncertainty language
(Solomon et al., 2007), it is very likely that the AGWE,
for a time horizon of 100yr is within a range of (68 to
117)x 10~ ¥yrwm2kg-CQ; *.
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4.2 Response in surface air temperature and AGTP,
ocean heat uptake and steric sea level rise

Response in steric sea level rise (cm)

The response in radiative forcing to the 100GtC pulse
(equivalent to 47.1ppm) corresponds to a step increase
by 0.61WnT2 at year 0, followed by a decrease to
0.26 WnT2 at year 100 and to 0.16 WTR at year 1000.  Fig. 2. As Fig. 1 but for the perturbation in global mean surfz
These values are computed from the multi-model meargir temperaturga), in ocean heat conterfb), and in steric sez
IRFco, with the help of Eq. (3) and for a reference mix- level rise (c). Results are for a_C@emission pulse of 100 Gt(
ng raio of Sobem (RFL—S ISW IGBIBEM: e e
IRFco, (1) x 47.1 ppm)/389 ppm)). What magnitude in the i o

SAT %sponse is to be expected from this forcing? The equi-dyzlamlc atmospherz (EadIGEMdZ'ESI' MP"ESMBNCAR'SSIMJ
librium response in global mean surface air temperatur and LOVECLIM) and the plotted evolutions for these models r

. Gesent both the forced response and a contribution from the mo
(SAT) to these forcing values are 0.29 (year 0), 0.2XC  jniernal (unforced) climate variability. Small abrupt changes in

(year 100) and 0.13C (year 1000) when assuming for il- myiti-model mean and confidence range arise from a change i
lustrative purposes a typical mid-range climate sensitivity of number of model simulations; different groups run their model c
3°C for a nominal doubling of C@ different periods, pending on CPU availability.

The multi-model mean response in SAT to the 100 GtC
pulse emission (Fig. 2a, Tables 6 and 7) is an increase by
0.2040.12°C within the first 20yr. Afterwards, SAT re- decreases slowly to 0.140.08°C by year 1000. Our best e!
mains almost constant until year 100. This evolution is atimates for the mean and 5 to 95 % uncertainty ranges in
consequence of the delayed response in SAT to the initial inechanges and AGTP for CQare tabulated for a range of tinr
crease in radiative forcing as it takes time to heat the surfacéorizons in Table 6. For a time horizon of 100yr, AGTP
layers of the ocean with its large heat capacity and heat exCO; is 0.49x 10-15°C per kg-CQ and the estimated 5 t
change with the deep ocean. After year 100, SAT is generally@5 % confidence range is (0.05 to 0.92)015°C per kg-
closer to steady state with the simulated radiative forcing andCOs,.

L L L L L L L L L L L L -2
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Time (years after pulse)
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Fuglestvedt et al. (2010) applied the analytical response Time (years after pulse)
functions for CQ as given in the AR4 and the analyti- ol 40 €0 8 100 200 400 600 _ 800 _ 1000

a)

cal response function for temperature to a change in ra-
diative forcing R) by Boucher and Reddy (2008) to esti-
mate AGTRo, to 0.68, 0.58 and 0.5% 10°°C per kg-
CO, for time horizons of 20, 100, and 500 yr respectively.
These values are higher than our best estimates of 0.52, 0.4
and 0.40x 10~1%°C per kg-CQ, but well within the 5 to

95 % confidence range (Table 6). The different values are ex-
plained by the difference in temperature responses and lesst
due to the differences in IRfo,.

The response in SAT is fairly smooth in most EMICs
and box models and the response in SAT is well defined in 5
these models. However, the models that feature a dynamic%
atmosphere (HadGEM2-ES, MPI-ESM, NCAR CSM1.4,
LOVECLIM) show strong interannual-to-decadal variability
in SAT of several tenths of a degree Celsius both in the con- £
trol and in the pulse simulation. We note that the three Earth £ 2
System Models were run over the first 100 yr only. This in-
ternal variability of the more comprehensive models makes
the extraction of the response in SAT challenging for these
models and a well-defined separation of the forced response:
from the models’ internal variability is not achieved when
relying on single simulations. For example HadGEM2-ES
shows a positive variation in annual SAT values of several
tenths of a degree Celsius towards the end of the simulatiofig. 3. As Fig. 1, but for the time-integrated perturbation in &
in the standard pulse experiment. This yields a difference ino-sea(a) and air-to-land biosphere carbon fluxg. Results are
SAT of about 0.£4C between the smoothed HadGEM2-ES for a CO, emission pulse of 100 GtC added to a present day (
response and the multi-model mean response near year 1@@ncentration of 389 ppm (PD100).

(Fig. 2). This indicates that it is difficult to extract the temper-

ature response for use in GTP from comprehensive models

when they are forced with a pulse of modest size as appliedCC ensemble and of the observation-constrained Berr
here. Excluding the four models with dynamic atmospherelLLPJ ensemble is smaller at year 100 and comparable tc
from the averaging has a relatively small effect on the multi- model range at year 500.

model mean SAT and deviations are well within the uncer- In conclusion, AGTP of C@varies much less than AGW
tainty range. for time horizons between 20 and 1000 yr. However, re

The response in ocean heat content (OHC) and steric sefive uncertainties (e.g., in percent of the mean value) in
level rise (SSLR) is on multi-century timescales (Fig. 2b, estimates of AGTP are much larger than those for AG\
c, Table 8). The responses in these quantities are in geras also inferred with a box model ensemble by Reisinge
eral much smoother than for SAT as they mainly reflectal. (2010), and relative uncertainties in the response in o
the time-integrated, cumulative perturbation in air-sea heaheat content and steric sea level rise are also larger tha
fluxes. Multi-model SSLR is 1.&1.7cm (2 sdv) at year AGWP.

100 and 4.6t 6.1 cm at year 1000 in response to the 100 GtC

pulse. The median in SSLR response in the Bern3D-LPJ en4.3 Response in ocean and land carbon

semble is close to the multi-model mean at year 100, while

the 5 to 95 % confidence interval ranges from 0.7 to 2.8 cmThe carbon that is removed from the atmosphere is te
and is thus smaller than the multi-model range. up by the ocean and the land biosphere (Fig. 3). In the

The multi-model response in OHC for the 100 GtC pulse decade, both the ocean and the land contribute substan
reaches 1% 13 x 1072 J by year 100 and 4841x 10?2J  to removing the atmospheric carbon perturbation. Land
by year 1000. The upper and lower extreme cases in th@cean absorb on multi-model mean close to 20 GtC du
multi-model ensemble are the ESMs: the MPI-ESM andthe first 20 yr after the emission. The ocean continues to
NCAR CSML1.4 on the low side and the HadGEM2-ES on thesorb carbon from the atmosphere and the multi-model
high side. This indicates that the responses in globally aggreturbation in the ocean carbon inventory is 20 GtC by
gated values do not depend on the type of model, e.g., ESMear 20, 33t 12 GtC by year 100 and 5812 GtC by year
versus EMIC. The 5 to 95% interval in OHC of the MAG- 1000. In other words, 59% of the emission pulse (mt
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Table 6.Response in global mean surface air temperature to an emission pulse of 100 GtC added to an atmospheric concentration (

Time Horizon 20yr 50yr 100yr 500yr 1000 yr
temperature responsgQ)
NCAR CSM1.4 0.10 0.14 0.01 n/a n/a
HadGEM2-ES 0.31 0.18 0.59 n/a n/a
MPI-ESM 0.27 0.09 0.10 n/a n/a
Bern3D-LPJ (reference) 0.26 0.26 0.24 0.23 0.17
Bern3D-LPJ ensemble 0.18 0.18 0.17 0.14 n/a
(0.10-0.27) (0.10-0.30) (0.09-0.33) (0.06-0.39) n/a
Bern2.5D-LPJ 0.18 0.17 0.17 0.13 0.13
CLIMBER2-LPJ 0.16 0.17 0.18 0.12 0.11
DCESS 0.21 0.22 0.21 0.15 0.12
GENIE ensemble 0.22 0.23 0.22 0.16 n/a
(0.17-0.35)  (0.17-0.46) (0.15-0.49) (0.12-0.29) n/a
LOVECLIM 0.09 0.06 0.13 0.07 0.08
MESMO 0.26 0.27 0.28 0.23 0.2
UVic2.9 0.19 0.19 0.18 0.19 0.19
ACC2 0.23 0.21 0.18 0.12 n/a
Bern-SAR n/a n/a n/a n/a n/a
MAGICC6 ensemble 0.19 0.17 0.16 0.13 n/a
(0.14-0.26) (0.12-0.27) (0.10-0.26) (0.09-0.26) n/a
TOTEM2 n/a n/a n/a n/a n/a
multi-model mean 0.280.12 0.140.11 0.2@:0.26 0.14:0.08 0.14:0.08
Uncertainty ranges’C)
Multi-model range 0.24 0.21 0.52 0.17 0.16
Bern3D-LPJ 0.17 0.21 0.25 0.33 n/a
GENIE 0.18 0.28 0.34 0.16 0.13
MAGICC6 0.12 0.15 0.16 0.17 n/a
Average of ranges 0.18 0.21 0.32 0.21 0.14
in % of multi-model mean 90 123 160 144 101

Best estimates for temperature respof€s) (

mean 0.19 0.19 0.18 0.15 0.14
5-95% confidence range  (0.10-0.28)  (0.09-0.30) (0.02-0.34) (0.05-0.26)  (0.07-0.21)

Best estimates for AGTP of G10~15°Ckg-CG, )

mean 0.52 0.51 0.49 0.40 0.38
5-95 % confidence range 0.27-0.76 0.24-0.81 0.05-0.92 0.13-0.70 0.19-0.57

model average) has been transferred to the ocean by yeaantly driven by accelerated turnover of soil and litter carl
1000 (Fig. 3a) in response to warming (Joos et al., 2001).

In contrast, the land perturbation remains fairly constant The response in ocean carbon inventory to an emis
after a few decades up to year 100 and decreases thereaftgulse is relatively well understood. Ocean uptake is ma
in most models. On multi-model average, the land has sedriven by physico-chemical processes and uptake rate:
questered 193 16 GtC by year 20, 23 20 GtC by year 100 governed by the quantitatively well-understood carbor
and 16+ 14 GtC by year 1000. It is interesting to note that chemistry in surface waters and by the rates of surface
the three ensembles include also cases where the land losdsep transport. The latter are constrained by the distribt
carbon to the atmosphere in response to the 100 GtC emisf transient tracers such as CFCs and bomb-produced r.
sion pulse (Fig. 3b). In these model realizations, the climatecarbon in the thermocline (Key et al., 2004). In early g
change resulting from an emission pulse forces a carbon loseration carbon cycle models such as the Bern-SAR m:
from land ecosystems that is larger than the positive impact®nly these physico-chemical processes were included.
of elevated atmospheric GOThis loss is likely predomi- first-order response is modified by other processes :

as ocean warming and changes in ocean circulation
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Table 7.Response in time-integrated global mean surface air temperature to an emission pulse of 100 GtC added to an atmosphe

tration of 389 ppm.

Time Horizon 20yr 50yr 100yr 500yr 1000 yr
time-integrated temperature resporf&g yr)
NCAR CSM1.4 2.53 7.36 10.6 n/a n/a
HadGEM2-ES 4.24 12.4 30.3 n/a n/a
MPI-ESM 3.83 8.84 19.1 n/a n/a
Bern3D-LPJ (reference) 4.11 12.1 245 121 219
Bern3D-LPJ ensemble 3.20 8.61 17.3 79.7 n/a
(2.1-4.6) (5.1-13.5) (9.5-29.3)  (38-175) n/a
Bern2.5D-LPJ 3.15 8.40 17.1 71.0 133
CLIMBER2-LPJ 3.05 7.96 16.5 74.2 134
DCESS 3.38 9.96 20.6 89.8 158
GENIE ensemble 3.77 10.54 21.6 96.6 n/a
(3.0-5.2) (8.2-17.5) (17-42)  (76-195) n/a
LOVECLIM 0.22 3.46 7.83 36.8 80.8
MESMO 441 12.5 26.0 129 236
UVic2.9 3.40 9.17 18.5 94.8 189
ACC2 3.99 10.55 20.0 76.9 n/a
Bern-SAR n/a n/a n/a n/a n/a
MAGICC6 ensemble 3.64 8.96 17.2 74.4 n/a
(2.7-4.7) (6.6-12.7) (12-26) (49-129) n/a
TOTEM2 n/a n/a n/a n/a n/a
multi-model mean 3.282.03 9.134.45 18.#11.1 82.2445 158:91
Uncertainty ranges’C yr)
Multi-model range 4.06 8.9 22.1 89.1 182
Bern3D-LPJ 2.52 8.34 19.8 137 n/a
GENIE 2.13 9.27 24.7 119 184
MAGICC6 2.00 6.11 14.4 80.4 n/a
Average of ranges 2.68 8.16 20.3 106 183
in % of multi-model mean 81.4 89.3 108 130 116

Best estimates for time-integrated temperature respGiser)

mean
5-95 % confidence range

17.4
(7.3-27.6)

155
(64-247)

3.31
(2.0-4.7)

8.67 82.2
(4.6-12.7) (29-135)

Best estimates for time-integrated AGTP of £Q0-15°Cyr kg-qu)

mean
5-95 % confidence range

47.6
20.0-75.2

224
79.0-369

424
174-673

9.03
5.37-12.7

23.6
12.5-34.8

Table 8. Response in ocean heat content and steric sea level rise to an emission pulse of 100 GtC added to an atmospheric conc
389 ppm. Multiplication by (12/(10& 44 x 10'2)) yields the change per kg-GO

Time Horizon 20yr 50yr 100yr 500yr 1000 yr
Best estimates for steric sea level rise (cm)
mean 0.86 1.30 1.82 3.65 4.58
5-95% confidence range  (0.37-1.35) (0.45-2.14) (0.59-3.05) (1.17-6.14) (0.98-8.17)
Best estimates for ocean heat content chang%z(lp
mean 6.59 10.8 15.7 32.6 39.6
5-95 % confidence range  (4.06-9.11) (5.3-16.3) (6.2-25.1) (12.3-53.0) (13.8-65.3)
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marine biogeochemistry (Plattner et al., 2001; Sarmiento et year 100. The ocean carbon uptake is consistently Ic
al., 1998; Joos et al., 1999). for PD than PI conditions in all models during the first ht
The response of the land biosphere carbon inventory is asdred years. In the long-run, the time-integrated ocean up
sociated with considerable uncertainties. It is currently notbecomes larger for PD100 than PI100 in the Bern3D-|
clear whether the land will continue to act as a strong carbormodel. This is likely related to the large difference in the le
sink or whether climate change will lead to a loss of land carbon responses-(26 GtC at year 500) between the PI1
carbon that overwhelms the potentially positive influence ofand PD100 cases in this model.
elevated atmospheric G@nd nitrogen input on net primary The land carbon uptake in the model depends on fac
productivity and carbon stocks. This limited understandingsuch as the spatio-temporal evolution of net primary proc
is reflected in the large uncertainty range. We estimate theivity (NPP) under changing C£and climate and the chanc
5 to 95% confidence range for the response in land carboin soil and litter carbon turnover rates with changing clim
inventory to 45 GtC at year 100. For comparison, the corre-conditions. It is beyond the scope of this paper to disc
sponding uncertainty range for the ocean inventory is 29 GtCthe processes affecting land carbon stocks in detail for
In conclusion, carbon uptake by the land biosphere isrange of models. The response in land carbon inventor
about equally important for the evolution of IBE, as up-  changes in C@and climate is complex and regionally di
take by the ocean during the first two decades after the retinct. Generally, the models react with an increase in N
lease. Subsequently, the ocean becomes the dominant carbtmincreasing atmospheric GOTemperature and precipit:
sink. The uncertainty range of the terrestrial and oceanic cartion changes can have both positive and negative effect
bon inventories remain substantial over the 1000 yr analysidNPP, while most models assume that soil and litter turnc

period. rates increase approximately exponentially with increas
temperatures.

4.4 Influence of background conditions, pulse size, and The response in land carbon inventory at year 100 rai

carbon cycle-climate feedback between 21 and 36 GtC for P1100 compared to 10 to 42

for PD100. The model spread is thus considerably smalle

4.4.1 Background conditions the P1100 than for the PD100 case. The response is not

sistent among models. LOVECLIM shows a higher land ¢
The response in atmospheric €@nd cumulative air-to- bon uptake under PD than PI conditions, NCAR CSM1.4.
sea and air-to-land carbon fluxes depends sensitively on thBCESS show similar changes, whereas most models s
background conditions (Fig. 4). Ten out of fifteen models late a reduced land uptake for PD100 compared to P110(
were also used to run the simulations where a 100 GtC emis- The response for temporally varying background cor
sion pulse is added to preindustrial (PI) in addition to presentions is in addition explored with one model (Bern3D-LF
day (PD) conditions. For these models, the time integratedor illustrative purposes. Emissions of @@nd non-CQ
IRFco, at year 100 ranges between 34 and 47 yr for theagents are prescribed to follow those from the Represe
PI1100 case and between 45 and 62 yr for the PD100 casgive Concentration Pathways RCP2.6, RCP4.5, RCP6.0
The lower CQ perturbation for P1100 is generally due to a RCP8.5in the control setup. The same procedure was ap
higher uptake by both the ocean and the land biosphere antb determine the IRF as in the standard setup. However, 1
is consistently lower for Pl than PD conditions for all indi- ing (CO, non-CQ, aerosoles,landuse area) was exten
vidual models. based on the RCPs until year 2300 as described in Zickfe
The responses in SAT, OHC, and SSLR are similar foral. (2012). After year 2300, the forcing is extended until y
P1100 and PD100. This is due to two compensating ef-3010 by using 2300 values. The pulse was released in
fects (Caldeira and Kasting, 1993; Wuebbles et al., 19952010 instead of 2015 as in the 389 ppm background scen
Reisinger et al., 2011). The time-integrated C@sponse The evolution of IRk, (Fig. 5a) is relatively similar be
decreases by roughly 23% from PD to PI conditions. Ontween the standard case (389 ppm background) and RC
the other hand, the radiative forcing per unit change in at-but very different for the three other RCP cases.dBfde-
mospheric CQincreases by 39 % from PD to Pl conditions. creases in all cases to about 70 % in the first two deci
The range in time-integrated forcing at year 100 is then al-after the pulse. Then, it continues to decrease for the ¢
most identical (32 to 43yrW m? for P1100 versus 29 to dard and the RCP2.6 cases, whereascigfncreases agail
40 yrW m 2 for PD100). in the other cases as atmospheric,Gidd global warming
The ocean uptake capacity regulated by the carbonateontinues to rise in these scenarios. For RCP8.5, the ¢
chemistry decreases with increasing £&nd warmer cli-  fraction remaining airborne is still well above 80 % at ye
mate conditions are generally associated with a lower sol-1000. The time-integrated IRj, evaluated at year 100 i
ubility of CO2 and a more sluggish surface-to-deep trans-62 yr for the 389 ppm background and 66, 68, 69 and 7
port (Joos et al., 1999; Roy et al., 2011). As expected, thefor RCP2.6, RCP4.5, RCP6.0, and RCP8.5, respectively.
model range in cumulative air-to-sea flux is smaller for PD resulting perturbation in radiative forcing is evaluated as
(24 to 40GtC) than for PI (32 to 47 GtC) conditions and ference in forcing between the control without pulse and
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Fig. 4. Influence of the background conditions on the climate-carbon cycle response to a pulse emission of 100 GtC into the atr
Solid lines are for current conditions (GG = 389 ppm, PD100) and dashed lines for preindustrial conditions (g©@- 280 ppm, P1100).

corresponding pulse run and using the non-linear Eq. (3)pulse size. In particular the ocean uptake of carbon per
AGWP range between 105 and 830~ yrwm=2 kg-  carbon emitted is substantially smaller for the P15000 t
COZ‘1 for the five cases and at year 100. The RCP8.5 case, aPI100 case.

though featuring the largest time-integrated #a}; has the As for pulse sizes of 100 GtC, the SAT increases rap
smallest AGWP of the five cases as the radiative efficiencywithin the first two decades after the pulse and remains |

decreases with higher G@oncentration. for the centuries to follow, while ocean heat content ¢
) steric sea level rise increase more gradually. The simul
4.4.2 Pulse size SAT at year 100 per unit carbon emission is roughly 4(

. smaller in the PI5000 than the PI100 case (0.05 t°@."
We next turn to the case where 5000 GtC were released iNQarsus 0.08 to 0.5C per 100 GtC). Similarly, the respons

the atmosphere (PI5000) (Fig. 6). The 5000 GtC pulse run, ocean heat content and steric sea level rise are sm
was carried out with 10 models. With this higher input, @ per nit emission for the larger pulse. This smaller clim
considerably greater proportion of G@&mains in the atmo- response per unit emission is a consequence of the sn
sphere, compared to the release of 100 GtC (P1100). For thgme integrated forcing per unit emissions for larger puls

PI5000 simulation, the integral of IR, through to year 1 time-integrated radiative forcing at year 100 is sma

100 is abou_t dot_JbIe that from the P1100 simul_a_tion. In otherby 399% for PI5000 than for PI100. The decrease in radia
words, the time integrated IRfp,depends sensitively on the



5.2. CARBON DIOXIDE AND CLIMATE IMPULSE RESPONSE FUNCTIONS FOR THE

COMPUTATION OF GREENHOUSE GAS METRICS: A MULTI-MODEL ANALYSIS 145
F. Joos et al.: A multi-model analysis 2811
1.0 T T T T T T T T T
0.8
o
£
< 06
S
g
5 0.4 background: 1
9] 389 ppm
= RCP2.6 ——
0.2+ RCP4.5 —— 8
RCP6.0
RCP8.5 ——
0.0 : : ;

0 20 40 60 80 100 200 400 600 800 1000
Time (years after pulse)

T T T T

110

100

20

60 | LX)
389 ppm background

AGWR,, (10" yrWm? (kg-CO,)")
(o]
(=]

%o
50 | RCP6.0 background

1 1 L L

0 1000 2000 2000 4000 5000
Pulse size (GtC)

Fig. 5. (a)IRFcq, for different background conditions as simulated with the Bern3D-LPJ model (reference). Carbon emissions and e
of other agents, and land use maps are prescribed following those of the Representative Concentration Pathways. In the runs wi
atmospheric C@is projected to reach 421, 538, 670, 936 ppm by 2100 and 360, 543, 752, 1962 ppm by year 3000 and for RCP2.6
RCP6, and RCP8.5 respectively. The (R for the standard setup with a constant£d@ackground of 389 ppm is shown by the black lir
(b) AGWPc(, versus pulse size for two different background conditions. Circles represent results from individual simulations and
fits through the results. The standard pulse size of 100 GtC is indicated by red circles.

efficiency (Eg. 3) more than compensates for the larger timeput of 100 GtC in our standard setup for the limiting c¢
integrated IREg, in PI5000 than P1100. of an infinitely small pulse. The pulse size was varied

Next, the influence of the pulse size on the Absolutetween 1 GtC and 5000 GtC in the Bern3D-LPJ both for ¢
Global Warming Potential of C®at year 100 is investi- stant background conditions of 389 ppm as well as for
gated in more detail (Fig. 5b). Specifically, we ask how rep-RCP6.0 case. AGWE, (r = 100yr) is plotted versus puls
resentative is the AGWR), as determined with a pulse in- size in Fig. 5b. A polynomial fit through the data points yiel
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a continuous relationship between pulse size and AGWHPTable 9. Sensitivity of GWP on the time horizon TH and the perti
over the range from 0 to 5000 GtC. The results show thatbation life time of a gas.
AGWPc(, (t = 100yr) for an infinitely small pulse is only

about 1.2 % higher than for a pulse size of 100 GtC. Results Gas/TH | 20yr 50yr 100yr 500yr 1000yr
also show that internal climate variability affect the com- life ime (yr) |  ratio of GWP(TH) to GWP(TH= 100)

puteq AGWRo, S|gn|f|cantly_ fqr sm_aII pulses of a few GtC_ . 12 | 298 171 100 028 017
only in the Bern3D-LPJ. This is evidenced by the scatter in n,0 114 | 1.01 105 100 048 0.29
results for small pulses. In conclusion, the AG¥# values SFs 3200| 0.74 087 100 1.33 1.48

tabulated in Table 4 are a good approximation for the limit-
ing case of infinitely small carbon additions or removals to
the atmosphere.
observations. These different approaches to estimate th
4.4.3 Carbon cycle-climate feedbacks certainty in the integrated IRfo, yield comparable results
We also quantified the sensitivity of the responsesto ther
The influence of the carbon cycle-climate feedbacks is invesnitude of the emission pulse and the atmospheric and clin
tigated with the Bern3D-LPJ model for emission pulses of background conditions. The influence of the climate-car
100 and 5000 GtC added to preindustrial conditions (Fig. 7).cycle feedback on results was investigated within one mc
Results are compared between a setup where climate varigs recent study investigates how differences among the |
in response to an emission pulse and a setup where climaignpact the estimates of GWP and GTP (Olivie and Pet
is kept invariant at preindustrial conditions and for a range2012).
of pulse sizes. The time-integrated IR at year 20, 50, It is important to update the AGWP and AGTP of &(
100, 500, and 1000 is 5%, 10%, 13%, 139%, 8% lowerand to assess their uncertainty since;@the reference ga
for the 100 and 4 %, 9%, 15%, 33 %, 40 % lower for the in GWP and GTP calculations. It therefore exerts a sigr
5000 GtC pulses if the carbon cycle-climate feedback is supcant control on the GWP and GTP of any other gas. We
pressed. The reductions in the time-integratedd®Flue to  that that the absolute global warming potential (AGWP)
the carbon cycle-climate feedback are similar to the effectscO, for a time horizon of 100yr is 92.5 10~ 5yrwm2
of reducing the pulse size from 5000 GtC to about 2000 GtCper kg-CQ with a 5 to 95% confidence range of (68
and from 100 GtC to 10 GtC, respectively (Fig. 7). 117)x 1075 yrw m=2 perkg-CQ (Table 4). Although, the
In summary, IR, and its time integral is lower for ocean absorbs most of the emission pulse, the uncert
preindustrial than present day background conditions andn the perturbation of the land carbon inventory (in absol
for smaller compared to larger emission pulses. On theunits) is larger than for the perturbation in the ocean car
other hand, the ocean uptake per unit emission decreaségventory. This is related to different responses of the I;
with increasing background GQ@oncentrations (and related biosphere models to changes in atmospherie @&d cli-
warmer climate conditions) and increasing pulse sizes. Thenate and reflects our incomplete knowledge on these te
responses in SAT, ocean heat content and steric sea level riggal processes.
show little differences between the two 100 GtC cases and There are also uncertainties related to the experime
a smaller response per unit emission for larger pulse sizessetup. The time-integrated G@npulse response at year 1(
The time-integrated IRfo, and thus the AGWP depend also is about twice as large for an emission pulse of 5000 (
on the carbon cycle-climate feedback. However, the mostimcompared to our standard pulse size of 100 GtC. An el
portant factor that determines the time-integratedd®Faind  sion of 5000 GtC is an extreme case in the context of Gl
AGWP is the choice of time horizon. Warming Potential (GWP), though within reach when bu
ing all fossil resources. Such large pulses are also use
other studies to assess the evolution in the, @®rturba-
5 Discussion and conclusion tion over several centuries and up to 10000 yr (Archer et
2009; Eby et al., 2009). These studies also find a long-las
We have reassessed the response of the coupled carbon cycfgerturbation in atmospheric GOA more modest increase ¢
climate system to an emission pulse of carbon for presenthe pulse size from 100 GtC to 1000 GtC yields an increas
day CQ and climate conditions using a suite of models of the time-integrated C®impulse response, used to compt
various complexity. The multi-model mean response in at-AGWP and GWP, by one third. The influence of the carb
mospheric CQ was fitted by an analytical function (sum of cycle climate feedback is found to be of order 10 % to 2(
exponentials) for easy use by others. A novel element of theon the time integrated CGOmpulse response and the AGW
study is a thorough assessment of uncertainties in the simwsf CO,. The magnitude of this effect varies across moc
lated responses based on the spread of the multi-model erfFriedlingstein et al., 2006; Gillett and Matthews, 2010). 1
semble and of three ensembles with individual models asarbon-cycle climate feedback was notincluded in the IRI
well as using a linear programming approach constrained byCO, derived with the Bern-SAR model, butis included in t



5.2. CARBON DIOXIDE AND CLIMATE IMPULSE RESPONSE FUNCTIONS FOR THE
COMPUTATION OF GREENHOUSE GAS METRICS: A MULTI-MODEL ANALYSIS 147

F. Joos et al.: A multi-model analysis 2813

Time (years after pulse)

10O 20 40 60 80 100 200 400 600 800 1000

e
©

NCAR CSM1.4
Bern3D-LPJ (reference)
Bern2.5D-LPJ
CLIMBER2-LPJ

o
o

GENIE (ensemble median)
LOVECLIM

MESMO

Uvic2.9

Bern-SAR

Fraction remaining

=3
o

100 g 06
a o
< S 05
L 80 2
x
s 3
g 60 i 303
% i £
= Q
5w R h g%
g Rk toa
S 20 Ko @
o O g
5
3

o
4

»
)
>

w
S]

w

o

N
=3

o

Steric sea level rise (cm / 100 GtC)

=)

©
S

o
=3

N
S

N}
S

Cumulative air-to-sea flux (GtC/ 100 GtC)  gcean heat content (1022J /100 GtC)
2
S

0
0 20 40 60 80 100 200 400 600 800 1000
Time (years after pulse)

0 20 40 60 80 100 200 400 600 800 1000
Time (years after pulse)

Cumulative air-to-land flux (GtC / 100 GtC)

Fig. 6. Response of the carbon cycle-climate system to a pulse emission of 5000 GtC (solid, PI5000) and 100 GtC (dashed, PI1
to the atmosphere under preindustrial conditions. The responses in surface air temperature, ocean heat content, steric sea leve
carbon fluxes for P15000 are scaled by a factor of 50 for a better comparison with the 100 GtC pulse.

Bern model versions as used in the TAR and AR4 and correa time horizon of 100 yr, the lower and upper bound of
sponding IRFs. A potential inconsistency in GWP can arise if5—95 % confidence range of the AGWP for £&rrespond
climate feedbacks are included in the calculation ofdBF  to the multi-model mean value of AGWP evaluated at
and AGWR-o,, but not in the calculation of the gas under time horizon of 68 yr and 135yr. This range of 67 yr, ste
consideration. Although, choices in pulse size, backgroundng from uncertainties in the carbon cycle-climate model
concentration, and model lead to considerable uncertaintiesponse, is much smaller than the differences resulting f
in AGWP and GWP, the most important variable is the time the subjective choice of alternative time horizons; in the A
horizon (Table 9). IPCC report (Table 2.14, p. 212 in Forster et al., 2007) G

The subjective choice of the time horizon has a muchare tabulated for illustrative time horizons of 20, 100, ¢
larger influence on the range in absolute global warming po-500yr. Table 9 illustrates how the GWP of methane, nitr.
tential of CQ and in the global warming potential of most oxide, and sulphur hexafluoride calculated with a single
other agents than uncertainties associated with the compudeld decay of 12yr, 114yr and 3200yr changes with -
tation of these values for a given time horizon. The uncer-choice of time horizon. For example, one could select a t
tainty in AGWP (in units of yr W n2 perkg-CQ) can be  horizon of 1000yr instead of 100yr in the UNFCCC pt
mapped to a rangein the time horizon (in units of year). Forcess and thereby account somewhat more explicitly for
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0 20 40 60 80 100 200 400 600 800 1000 whereas in subsequent reports the land biosphere mode¢
sorbs a considerable fraction of the initial emission pulse (
ing the first few decades. The responses published in the
and the AR4 are lower than the multi-model model mean
sponse of this study. This is predominantly due to the smi
pulse size and lower C{background in the SAR and AR
setup. The time-integrated IRB, for the AR4 (Bern2.5D-
LPJ) and SAR (Bern-SAR) models under the setup of
study (Table 4) are with 49 and 51 yr only slightly lower th
e — s the multi-model mean of 52 yr at year 100. We do not find
e T— dications that there are systematic differences ind&3foe-

B— S — tween models of different complexities such as EMICs
comprehensive Earth System Models.

In addition to the Absolute Global Warming Potenti
we have also quantified the Absolute Global Tempera
change Potential and corresponding responses in ocear
content and steric sea level rise by directly applying the s
of carbon cycle-climate models. The uncertainty in these
sponses is much larger than the uncertainty in thectBF
and the AGWP of C@. This is mainly a consequence of tl
large range in the climate sensitivity of the different mod
(Table 2) and their ocean heat uptake efficiency. More ¢
o 0 a0 80 100 200 a0 w0 a0 000 eral, uncertainties increase along the cause-effect chain

Time (years after pulse) emissions to atmospheric abundance to radiative forcin

climate change. In addition, it is difficult to extract the te

Fig. 7.Influence of pulse size and climate-carbon cycle feedback Ol'perature Signa| from a re|ative|y small G@mission pu|s€
the response in atmospheric g@nd the time-integrated IRfo, a5 from results of comprehensive ESM as these models fez
simulated with the Bern3D-LPJ model (standard setup). Pulse emis(':onsiderable interannual-to-decadal temperature variak

sions, ranging from 10 to 10 000 GtC in the individual simulations, . . .
are added to the atmosphere under preindustrial conditions. Dashelqarger pulse sizes and/or running ensembles instead of

lines represent simulations where climate was kept constant in thd'€ smylatlons V,VOUId |mpr0v.e signal-to-noise ratio. Int
model. comparison studies that look into the responses of nop-

agents might further improve the quantification of metr
and their uncertainties. Yet fundamental issues will rem
long timescales involved in the Earth System. In this caseDifferent forcing agents are distinct and any simple
the GWP for methane would be more than 5 times smalleric intended to compare forcing agents relies on subjec
and only 17 % (13 to 24 %; 5 to 95 % confidence range con-choices.
sidering uncertainty in IRgo, only) of that for 100yr. The CO;, continues to dominate anthropogenic warming. |
GWP for NbO would be more than 3 times smaller and only the current crop of emission scenarios from the integr:
29% (23 to 41 %) of that for 100yr, whereas the GWP for assessment community (Weyant et al., 2006; Van Vut
SFs would be about 48 % (15 % to 110 %) larger than that for et al., 2008), the contribution of GCo the anthropogenit
a time horizon of 100 yr. On the other hand, selecting a timewarming by 2100 is estimated using an emission-driven
horizon of 20yr instead of 100 yr yields a three times largermate model to be 58 to 76 % of that of all greenhouse gi
GWP for methane. A strong influence of the time horizon istogether (Strassmann et al., 2009). Independent from
also found for GTP and time-integrated GTP (Peters et al.choice of emission metric, the long life time of the anth
2011). pogenic CQ perturbation implies that anthropogenic em
The IPCC presented impulse response functions of,CO sions of CQ must be reduced if greenhouse gas forcing
IRFco,, in its major assessment reports. Figure 8 shows howanthropogenic climate change are to be stabilized (Sie
IRFco,has changed from the IPCC First Assessement Rethaler and Oeschger, 1978).
port (FAR), to the Second Assessment Report (SAR), to the
Fourth Assessement Report (AR4) and compares these re-
sponses with the results of this study. lRE was not up-
dated in the Third Assessment Report. Differences in the
IRFco,are relatively small. The higher initial airborne frac-
tion published in the FAR is related to the application of
an atmosphere-ocean model with a neutral land biosphere,
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Potentials of IPCC 1994 report on Radiative Forcing,
IPCC Second Assessment Report and the Kyoto Protc
The Bern model (Siegenthaler and Joos, 1992; Joos e
=~ 1996) is designed to compute the uptake of anthropog

1] carbon by land and ocean. It links a well-mixed atn
sphere with the High-Latitude Exchange/Interior Diffusic
Advection(HILDA) ocean model and a 4-box representat
| of the land biosphere (Siegenthaler and Oeschger, 1¢
VB EBCIEFIERY Model parameters of the box-diffusion-type ocean mc
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Fig. 8. The impulse response function for GORFc,) as used to Bern2.5D-LPJ: this model was used to calculate the £

compute GWP in the IPCC First (FAR),'Second (SAR) and Foulnhimpulse response function for the IPCC AR4 report (For:
(_AR4) Assess_ment Report and from this study. The red curve is &t al., 2007, p. 213). Here, the same code version a
e e o s oo the AR was used and subsecuent updates of te lan
9 02 y puise. sphere component (LPJ) are not included. The Bern2.

LPJ (or Bern2.5CC in Plattner et al., 2008) reduced ct

plexity climate model includes components describing

Appendix A the physical climate system, (2) the cycling of carbon
related elements, and (3) a module to calculate conce
Model descriptions tions of non-CQ greenhouse gases and radiative forcing

atmospheric C@ non-CQ greenhouse gases, and aeros
ACC2: the Aggregated Carbon Cycle, Atmospheric Chem- (Plattner et al., 2008). The ocean physical component is
istry and Climate model (ACC2) (Tanaka et al., 2007; zonally averaged, three-basin circulation model of Stoc
Tanaka, 2008) consists of a box model of the global carboret al. (1992), coupled to a zonally and vertically averas
cycle, simple parameterizations of the atmospheric chematmospheric energy balance model, including an active
istry, and a land-ocean energy balance model. Most reledrological cycle (Schmittner and Stocker, 1999). The oc
vant to this study is the carbon cycle component, which isbiogeochemical component includes a simple prognostic
a four-layer atmosphere-ocean box model coupled with ascription of the cycles of carbon, carbon isotopes, oxyc¢
four-reservoir land biosphere box model (Sect. 2.1 of Tanakaand carbon-related tracers (Marchal et al., 1998; Joos €
2008). The saturation of the ocean £aptake under rising  1999; Plattner et al., 2001). The terrestrial biosphere con
atmospheric C@ concentration is dynamically reproduced nent is the Lund-Potsdam-Jena (LPJ) dynamic global v
by the thermodynamic equilibrium for carbonate species.tation model at 3.75 x 2.5° resolution as used by Joos
The CQ fertilization effect is parameterized by tigefactor. al. (2001); Gerber et al. (2003) and described in detail
The temperature sensitivity of the soil respiration is modeledSitch et al. (2003). Vegetation is represented by nine p
through theQ 10 parameter. The land and oceanG@take  functional types. Fertilization of plants by increasing atn
is influenced by the temperature change. Values of uncertaispheric CQ concentrations is modeled according to a mi
parameters (including thg factor and theQ10 parameter) ified Farquhar scheme (Farquhar et al., 1980; Haxeltine
are estimated based on an inverse estimation setup (Sect.Fentice, 1996). The module designed to calculate radic
of Tanaka, 2008), in which a large number of parameters ardorcing by atmospheric C§ non-CQ greenhouse gase
simultaneously optimized by using associated historical ob-and aerosols is based on work summarized in Fuglest
servations and prior parameter estimates including their unand Berntsen (1999) and Joos et al. (2001). The climate
certainties from year 1750 to 2000 (Tables 3.1 and 3.2 ofsitivity is 3.2 K for a nominal doubling of C&
Tanaka, 2008). Parameter values estimated through the in- Bern3D-LPJ: Bern3D-LPJ is an Earth System Model
verse estimation are consistently used in projections beyonthtermediate Complexity with a fully coupled carbon cy«
2000. The simplified process representations in ACC2 allowand components that represent the ocean and sea ice,
one to perform a sensitivity analysis for the £@sponse  sediments, the atmosphere, and the terrestrial biosphere
under various sets of assumptions. ACC2 has been applied tocean component is a seasonally forced three-dimens
several studies (Tanaka et al., 2009a, b, 2012). frictional geostrophic global ocean model (Edwards et
Bern-SAR: this model was applied to calculate the £0 1998) with a resolution of 3& 36 boxes in the horizonte
impulse response function as used for the Global Warminglirection and 32 vertical layers @ler et al., 2006). Marine



150 5. THE RESPONSE OF THE EARTH SYSTEM TO A CO; EMISSION PULSE

2816 F. Joos et al.: A multi-model analysis

biogeochemical cycles are implemented following OCMIP- termine the C@ concentration. Biogeochemical feedbac
2 (Najjar and Orr, 1999; Orr et al., 1999; Najjar et al., 2007) are thus determined by the combination of CLIMBER?Z2 &
with the addition of prognostic formulations for biological LPJmL, while biogeophysical effects are solely determii
productivity and the cycling of iron, silical3C and14C by CLIMBERZ2. The climate sensitivity is 3 K.
(Parekh et al., 2008; Tschumi et al., 2008), as well as a sed- DCESS:the DCESS model consists of fully coupled mc
imentary component (Tschumi et al., 2011; Gehlen et al.,ules for the atmosphere, ocean, ocean sediment, land
2006; Heinze et al., 1999). The atmosphere is representesphere and lithosphere (Shaffer et al., 2008). The mode
by a single-layer energy and moisture balance model withometry consists of one hemisphere, divided into two°360
the same horizontal resolution as the ocean component (Rit22° zones. Long term climate sensitivity has been calibre
et al., 2011). The C®forcing is calculated after (Myhre to 3°C. The atmosphere component considers radiation
et al., 1998) and the model is tuned to simulate an equilib-ance, heat and gas exchanges with other modules, and n
rium climate sensitivity of 3C. Other greenhouse gases and ional transport of heat and water vapor between low-i
volcanic aerosols are prescribed as global radiative forcinglatitude and high latitude zones. The ocean componel
while tropospheric sulphate aerosols are taken into accour270° wide and extends from the equator t& T&titude. Both
by changing the surface albedo locally (Steinacher, 2011pcean sectors are divided into 55 layers with 100 m vert
Reader and Boer, 1998). The climate sensitivity is 3 K for resolution. Each layer is assigned an ocean sediment se:
a nominal doubling of C@ The terrestrial biosphere com- with width determined from observed ocean depth distri
ponent is based on the Lund-Potsdam-Jena (LPJ) Dynamitions. Sea ice and snow cover are diagnosed from estin
Global Vegetation Model at 3.75 2.5 resolution (Joos et  atmospheric temperature profiles. Circulation and mixing
al., 2001; Sitch et al., 2003). Vegetation is represented by 1rescribed, with values calibrated from observations a
plant functional types and CCfertilization is modeled ac- the HILDA model (Shaffer and Sarmiento, 1995). Bioge
cording to the modified Farquhar scheme (Farquhar et al.production of particulate organic matter in the ocean surf
1980; Haxeltine and Prentice, 1996). The model has recentlyayer depends on phosphate availability but with lower €
been extended with modules to account for land use (Strassiency in the high latitude zone. The calcite to organic car
mann et al., 2008; Stocker et al., 2011), peatlands and perrain ratio depends on surface layer temperature. The o
mafrost dynamics (Gerten et al., 2004; Wania et al., 2009asediment component considers calcium carbonate dis:
b), and land surface albedo (Steinacher, 2011). The LPJ contion as well as oxic-anoxic organic matter remineralisati
ponent is driven by global mean GQ@oncentrations and The land biosphere component includes leaves, wood, |
changes in surface air temperature relative to a reference pend soil. Here, it has been modified to include prescribed |
riod by scaling global mean surface temperature change simase change carbon losses, distributed in proportion to
ulated by the Bern3D with spatial patterns of precipitation initial inventory sizes of the module components. With t
and temperature (Steinacher, 2011; Stocker et al., 2011). change, the model CCfertilization factor, originally 0.65,
CLIMBER2-LPJmL: CLIMBER2-LPJmI (Kleinen et has been recalibrated to 0.37. Finally, the lithosphere c
al., 2010) consists of the Earth System Model of In- ponent considers outgassing and climate-dependent w
termediate Complexity (EMIC) CLIMBER2, coupled to ering of carbonate and silicate rocks, as well as rocks
the dynamic global vegetation model (DGVM) LPJmL. taining old organic carbon and phosphorus. The atmospt
CLIMBER2 (Petoukhov et al., 2005) consists of a 2.5- methane module was not used here.
dimensional statistical-dynamical atmosphere with a reso- GENIE: the GENIE-1 physical model comprises the
lution of roughly 52 (longitude) by 10 (latitude), a zon- D frictional geostrophic ocean model GOLDSTEIN, with
ally averaged ocean resolving three basins with a latitudi-resolution of 36x 36 boxes in the horizontal direction and :
nal resolution of 2.5, and a sea ice model. CLIMBER?2 also vertical levels, coupled to a 2-D energy moisture balance
contains oceanic biogeochemistry, a model for marine biotamosphere and a thermodynamic-dynamic sea-ice model
and a sediment model (Archer, 1996; Brovkin et al., 2002,wards and Marsh, 2005). Recent developments (Marsh €
2007). Weathering rates scale to runoff from the land sur-2011) include the incorporation of stratification-depend
face. To this EMIC we have coupled the DGVM LPJmL mixing, a more general equation of state through a par
(Sitch et al., 2003; Bondeau et al., 2007; Fader et al., 2010g¢terization of thermobaricity, and improvements to the r
Portmann et al., 2008) in order to investigate land surfaceresentation of fixed wind forcing. The land surface com
processes at a significantly higher resolution &f:00.5°. nent is ENTS, a dynamic model of terrestrial carbon stor
Agricultural land use is included in this version of LPJ. (Williamson et al., 2006) with a relatively simple impleme
Monthly anomalies from the climatology of the climate fields tation of spatiotemporal land use change. Ocean chem
are passed to LPJ, where they are added to climate patteriis modeled with BIOGEM (Ridgwell et al., 2007), includir
based on the Climatic Research Unit CRU-TS climate dataron limitation (Annan and Hargreaves, 2010), and is ¢
set (New et al., 2000). The carbon flux between atmosphergled to the sediment model SEDGEM with fixed weatheri
and land surface is determined from the annual change imnliagnosed during the model spin-up to simulated obse
the LPJ carbon pools, and employed in CLIMBER?2 to de-ocean alkalinity (Ridgwell and Hargreaves, 2007). All G
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NIE results are derived from ensembles applying the samérial vegetation is modeled using VECODE (Brovkin et ¢
20-member parameter set. The selected parameters were f1997). Annual mean values of precipitation and tempera
tered from a 100-member, 28-parameter pre-calibrated enare communicated to the vegetation from the atmospt
semble, constrained for plausible present-day, €@@ncen-  model. On the basis of these mean values the evolutio
trations. the vegetation cover described as a fractional distributio
HadGEM2-ES: HadGEM2-ES (Collins et al., 2011) cou- desert, tree, and grass in each land grid cell is calculated
ples interactive ocean biogeochemistry, terrestrial biogeoa year. In the current version, only land albedo (as see
chemistry and dust, interactive tropospheric chemistry andhe atmospheric model) outside the ice sheets is change
aerosol components into an update of the physical modeWVECODE. LOCH is a three-dimensional global model of {
HadGEML1. The physical model contains a 40 levet 1 oceanic carbon cycle with prognostic equations for dissol
degree, moving to 1/3rd degree at the equator ocean, andiaorganic carbon, total alkalinity, phosphate, dissolved
38 level 1875x 1.25 atmosphere (The HadGEM2 Develop- particulate organic matter, oxygen and silicates (Gooss
ment Team, 2011). HadGEM2-ES has been set-up and usedl., 2010; Menviel et al., 2008). The phytoplankton growtt
to perform all of the CMIP5 simulations as described by a function of temperature, light and phosphate concentra
Jones et al. (2011). The ocean biogeochemistry uses the Diaf-he sink term depends on grazing and mortality. Althot
HadOCC model an update of HadOCC (Palmer and Totterphytoplankton biomass is a prognostic variable it is not <
dell, 2001), now simulating diatom and non-diatom phyto- ject to advective transports. Remineralization below the
plankton functional types, a single zooplankton, and cyclingphotic zone (0—120m) is a function of oxygen concen
of nitrogen, silica and iron. Diat-HadOCC is coupled to other tions. Anoxic remineralization can occur in oxygen-deple
earth system components through the model’s physics, iromreas but is less efficient. The export production is acc
supplied through dust, air-sea exchange ob@@d oceanic  panied by the export of opal assuming a constant silicate
emission of dimethylsulphide. The terrestrial carbon cycle isphosphate ratio. Furthermore Cag@alcite and aragonite
represented by the MOSES2 land surface scheme (Essery shells are formed as a function of phytoplankton growth.
al., 2003) which simulates exchange of water, energy andlissolution of shells occurs in the deepest ocean layer. LC
carbon between the land surface and the atmosphere, ansl coupled to CLIO, using the same time step. Biogeoch
the TRIFFID dynamic global vegetation model (Cox, 2001) ical tracers that are subject to advection and mixing are
which simulates the coverage and competition between %ected and mixed using the same circulation field and mi
plant functional types (broadleaf tree, needleleaf tree, C3 angharameters respectively as in CLIO.
C4 grass and shrub) and 4 non-vegetated surface types (bareMAGICC6: MAGICC is a reduced-complexity climat
soil, urban, lakes and land-ice). model with an upwelling-diffusive-entrainment ocean anc
LOVECLIM: the Earth system model of intermediate coupled to a simple carbon cycle model including féx-
complexity LOVECLIM (version 1.1) (Menviel et al., 2008) tilization and temperature feedback parameterizations o
links the ECBIlt atmosphere, the CLIO sea-ice ocean modelerrestrial biosphere and oceanic uptake. MAGICC vers
and a bucket model for land hydrology with the VECODE 6 has been calibrated to AOGCMs (Meehl et al., 2007)
dynamic vegetation model and the LOCH ocean carboncarbon cycle models (Friedlingstein et al., 2006) used in
model. The atmosphere model (ECBIlt) is a spectral T21Fourth IPCC Assessment Report (see Meinshausen e
model, based on quasigeostrophic equations with 3 vertica011a and b for details). Varying the parameters in M#
levels and a horizontal resolution of abous®5x 5.625 de-  ICC to emulate AOGCM/C4MIP model combinations alloy
gree. Ageostrophic forcing terms are estimated from the verto explore the climate response space in terms of con
tical motion field and added to the prognostic vorticity equa- trations, radiative forcing, and hemispheric land/ocean
tion and thermodynamic equation. face air temperatures spanned by the range of comple)
The seaice-ocean component (CLIO) (Goosse et al., 1999nate models. This version of MAGICC6 was also usec
consists of a primitive equation ocean general circulationproduce harmonized GHG concentrations for the new
model with 3x 3 degree resolution on a partly rotated grid in of Representative Concentration Pathways (Meinshaus:
the North Atlantic. CLIO uses a free surface and is coupledal., 2011b). For this intercomparison, we used a set o
to a thermodynamic-dynamic sea ice model (Fichefet andAOGCM calibrations and 9 coupled climate-carbon cy
Maqueda, 1997). In the vertical there are 20 unevenly spacethodel calibrations.
levels. Mixing along isopycnals, diapycnal mixing, aswellas MESMO: MESMO version 1 (Matsumoto et al., 200:
the effect of mesoscale eddies on transports and mixing anté based on the C-GOLDSTEIN ocean model (Edwa
downsloping currents at the bottom of continental shelves arand Marsh, 2005). It consists of a frictional geostrop
parameterized (Goosse et al., 2010). The ocean, atmospheBeD ocean circulation model coupled to a dynam
and sea ice components model are coupled by exchange ¢fiermodynamic sea ice model and atmospheric mode
momentum, heat and freshwater fluxes. The hydrological cyenergy and moisture balance. Ocean production is b
cle over land is closed by a bucket model for soil moistureon prognostic nutrient uptake kinetics of phosphate
and simple river runoff scheme. The global dynamic terres-nitrate with dependence on light, mixed layer def
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temperature, and biomass. Interior ocean ventilation isphenology and hence albedo), water (via transpiration),
well calibrated against natural radiocarbon on centenniakarbon cycles of the atmosphere and land. CASA follows
timescale and against transient anthropogenic tracers olife cycles of plant functional types from carbon assimi
decadal timescales. Here MESMO1 is coupled to a simpldion via photosynthesis, to mortality and decomposition,
prognostic land biosphere model (Williamson et al., 2006)the return of CQ to the atmosphere via respiration. NPF
that calculates energy, moisture, and carbon exchanges bellocated to leafs, roots, and wood with preferred alloca
tween the land and the atmosphere. Prognostic variables irte roots during water-limited conditions and to wood/lea
clude vegetation and soil carbon as well as land surfaceluring light-limited conditions. There are nine soil carb
albedo and temperature. pools. The transfer rates between them and to the atmos
MPI-ESM: the fully comprehensive Earth System Model are sensitive to soil temperature and soil moisture sat
MPI-ESM of the Max-Planck-Institute for Meteorology tion. The land model does not include other land surf
in Hamburg, Germany consists of the atmospheric modeprocesses that affect atmosphere-biosphere interactions
ECHAMG6 (here in T63L47 resolution) with land surface as an explicit nitrogen cycle, fires and other disturban
model JSBACH (Raddatz et al., 2007). Each land grid cell isherbivory, dynamic vegetation cover, or anthropogenic |
divided into tiles covered with 8 natural and 4 anthropogeniccover change.
PFTs; vegetation model in JSBACH includes an efficient TOTEM2: TOTEM2 (Ver et al., 1999; Mackenzie et a
module for vegetation dynamics (Brovkin et al., 2009). An- 2011) is a global biogeochemical model of the life-esser
thropogenic land use is predetermined. The physical oceaelements carbon, nitrogen, and phosphorus. The model «
model is MPIOM, which further includes a sea-ice model prises thirteen reservoirs: the atmosphere; six terres
(Marsland et al., 2003) on a nominal 1.§rid with higher  reservoirs (living biota, humus, inorganic soil, continer
resolution in the North Atlantic. Marine biogeochemistry is soilwater, shallow groundwater, and lakes); three coa:
represented by the Hamburg Ocean carbon cycle HAMOCCone reservoirs (organic matter, water, and sediments);
5.1 which operates on the same grid as MPIOM and includeshree open ocean reservoirs (organic matter, surface w
the full carbonate chemistry and a NPZD type model of theand deep water). The coupling of the individual cycles
biological pump (Maier-Reimer et al., 2005; Maier-Reimer, achieved by the average C:N:P ratios associated with oce
1993). MPI-ESM is used here in the same version that is emand terrestrial photosynthesis (Redfield ratios), autores)
ployed for the CMIP5 experiments “MPI-ESM-LR”. GOs tion on land and in ocean waters, humus formation, and
allowed to float freely between the model’'s carbon reservoirsmentation of organic matter in the coastal zone and o
(i.e., atmosphere, land, and ocean) depending on the stateean. We make a simplifying assumption that these biol
of the compartments and climate-carbon cycle feedbacks areally mediated coupling processes apply over many diffe
simulated by the model. species and environments, and occur with the same gl
NCAR CSM1.4: the physical core of the Climate Sys- mean elemental ratios on the decadal to century times
tem Model of the National Centre for Atmospheric ResearchAll the transfer processes between the model reservoir:
(NCAR CSM1.4-carbon) (Doney et al., 2006; Fung et al., represented by linear or nonlinear equations describing
2005) is a modified version of the NCAR CSM1.4 cou- action mechanisms and physical transport processes.
pled physical model, consisting of ocean, atmosphere, lanagnodel has been shown to reproduce well the atmospt
and sea ice components integrated via a flux coupler with-CO, concentration for the past 300 yr (Ver et al., 1999).
out flux adjustments. Atmospheric G@& treated as a prog- UVic ESCM: the UVic ESCM version 2.9 (Eby et al
nostic variable whose balance is determined by exchang@009) consists of a primitive equation 3-D ocean general
fluxes with the land and ocean. The ocean model includes aulation model coupled to a dynamic-thermodynamic sea
derivate of the OCMIP-2 (Ocean Carbon-Cycle Model Inter- model and an atmospheric energy-moisture balance m
comparison Project Phase 2) ocean biogeochemistry modetith dynamical feedbacks (Weaver et al., 2001). The mc
(Najjar et al., 2007) with prognostic formulations for ma- conserves heat, moisture, and carbon between compo
rine biological production. The main processes of the or-to machine precision without flux adjustments. The land ¢
ganic and inorganic carbon cycle within the ocean and airface and terrestrial vegetation components are represent
sea CQ flux are included. A parameterization of the ma- a simplified version of the Hadley Centre’s MOSES lat
rine iron cycle (Doney et al., 2006) considers atmosphericsurface scheme coupled to the dynamic vegetation m
dust deposition/iron dissolution, biological uptake, vertical TRIFFID (Meissner et al., 2003). Land carbon fluxes are
particle transport and scavenging. Prognostic variables in theulated within MOSES and are allocated to vegetation
ocean include phosphate, dissolved inorganic carbon, alkasoil carbon pools (Matthews et al., 2004). Ocean carbo
linity, oxygen, and dissolved organic phosphorus. The landsimulated by means of an OCMIP-type inorganic carb
carbon module combines the NCAR Land Surface Modelcycle model and a NPZD marine ecosystem model v
with a modified version of the terrestrial biogeochemical two nutrients (PQ@ and NG), two phytoplankton classe:
Carnegie-Ames-Stanford Approach (CASA; Randerson etand prognostic denitrification (Schmittner and Galbra
al., 1997) providing full coupling of energy (via dynamic leaf 2008). Sediment processes are represented using an
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5.2.1 Technical informations

In this section some technical details are discussed, namely the preprocessing of the data in the
model ensemble as well as the smoothing of the timeseries.

Data preprocessing

Although clearly specified in the experimental protocol, some modeling groups did not strictly
apply the requested procedure of the pulse injection. Some pulses were released too early or too
late, or the pulse was emitted during the year instead of at the beginning of the year. There
were also groups which provided instantaneous values instead of annual mean values, therefore a
regridding on a mid-year time-grid has been applied which approximates well annual mean
values. These factors led to the problem that IRFco, of the individual models did not reach its
maximum in 2015, i.e. the first years after the pulse release. The time axes were then shifted so
all that all models showed a maximum IRFco, in the annual mean of 2015 (i.e. denoted as
“2015.5” or “0.5 yr after the pulse”). The result of this procedure is shown in Fig. 5.1.
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Figure 5.1: Alignment of the timeseries: the data has been aligned such that the maximum annual mean airborne
fraction is in the first year after the pulse release, corresponding to the year “0.5” on the annual-mean time grid
(i.e. year 2015.5 AD in the PD100 experiment).

Smoothing of the IRF's

After the alignment of the timeseries, different smoothing techniques have been tested and
evaluated. The idea behind this is that variability in the model response should be removed
without influencing the actual model response. The problem is that IRFco, declines very fast
shortly after the pulse injection. A normal filter (having a fixed “width”) would be either too
strong in the first years or ineffective afterwards. Therefore a filter has been designed based on
smoothing splines (Enting, 1987) which has different cut-off periods, i.e. a short period at the
beginning and a long period thereafter. Combining 5 different timescales with cut-off periods of
4, 20, 50, 250 and 500 yr for the period from year 0 to 10, 10 to 50, 50 to 100, 100 to 300 and
300 to 1000, respectively. The effect of this filter is demonstrated in Fig. 5.2 for the 4 models
showing the highest internal variability. The other model’s response (i.e. most EMICs) are
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already smooth enough such that the filter has no visible effect on the IRFco,. As a comparison,
a smoothing spline with a single cut off (50 yr) is shown in Fig. 5.2 (blue dashed line).
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Figure 5.2: Filtering of the model output of the normalized CO2 perturbation at the example of 4 models having
a high variability. Black dots: raw data, blue dashed line: smoothing spline with only one timescale (50 yr cut off)
and red: the filter based on smoothing splines with 5 different smoothing timescales as used in Joos et al. (2013).
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5.2.2 Supplementary results to: Carbon dioxide and climate impulse re-
sponse functions for the computation of greenhouse gas metrics: a
multi-model analysis

The content of this section (5.2.2) is partially identical with the supplementary informations to
Joos et al. (2013).

Fitting of IRFco,

The IRFco, of the individual models as well as the multi-model mean IRFco, are fitted with
simple analytical expressions. This has the advantage that the models can be “emulated” (e.g. in
IAMs) just by using an analytical expressions and the corresponding fit parameters.

Responses in CO» for the 100 Gt C emission pulse added to a constant background of 389 ppm
(PD100 case) are fitted by a sum of exponentials:

3
IRFco,(t) = ap + Z a;j - exp <

) for 0 <t < nryears (5.1)
i=1

Ti
For IRFco, the constraints are applied that the Z?:o a; =1 and a; > 0 Vi. This ensures
that IRFco, is 1 for ¢ = 0. The same equation was also used to fit the responses of the other
variables (cumulative Fps and Fgp, SAT, iSAT, SSLR and OHC) but using only the side condition
ap = — Z?:1 a;. This ensures that the IRF is 0 for t = 0 and can exceed 1 (as their IRFs are not
normalized).

Note that the fits only apply to the period from 0 to nryears, where nryears is the number of
available output < 1000 yr.
The mean relative error, mre (reported in %o) is calculated from annual values:

nryears

3 M - 1000%¢ (5.2)

m
i=1 v

1

nryears

mre =

where f; are the annual data from the fit and m; from the model output.

Optimization procedure

The model results (COz, SAT, SSLR, ...) are fitted using a least-square optimization module

from Scipy (Jones et al., 2001). Scipy.optimize.leastsq is a wrapper around MINPACK’s Imdif

and lmder algorithms to be used in Python. As the function to be minimized (i.e. the rhs of Eq.
5.1) is 7-dimensional, the global optimum is not trivial to find especially if IRFco, is “noisy”
due to internal variability of GCMs. Additional information on the fitting procedure including

an example script to fit the multi-model mean CO4 response is provided in Appendix F.

In Tab. 5.1, the fitting coefficients of all participating models are listed; the comparison between
raw data (i.e. yearly model output) and fitted response is shown in Fig. 5.3

The effect of the climate-carbon feedback

An additional experiment has been set up with the Bern3D-LPJ model in order to quantify
the contribution of the climate-carbon feedback, that is the effect of the warming induced
by the air-borne COg pulse on the ocean- and land-uptake of CO2. Although IRFco, mainly
characterizes the model’s carbon-concentration feedback (3, see Chap. 1), IRFco, is also
influenced by the climate-carbon feedback (7).
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Figure 5.3: Responses in IRFco, from individual models (black) and corresponding fits (red).



5.2. CARBON DIOXIDE AND CLIMATE IMPULSE RESPONSE FUNCTIONS FOR THE

COMPUTATION OF GREENHOUSE GAS METRICS: A MULTI-MODEL ANALYSIS 165
model nryears mre | ag ay ag as T1 T2 T3
NCAR CSM1.4 289 11 2.94E-007 3.67E-001 3.54E-001 2.79E-001 1.69E4003 2.84E+4001 5.32E4+000
HadGEM2-ES 101 40 4.34E-001 1.97E-001 1.89E-001 1.80E-001 2.31E+001 2.31E+4001 3.92E4-000
MPI-ESM 101 16 1.25E-007 5.86E-001 1.83E-001 2.31E-001 1.78E4002 9.04E4000 8.99E4-000
Bern3D-LPJ (reference) 1000 5 6.35E-010 5.15E-001 2.63E-001 2.22E-001 1.96E+4003 4.58E+001 3.87E4000
Bern3D-LPJ (ensemble) 585 3 2.80E-001 2.38E-001 2.38E-001 2.44E-001 2.76E+002 3.85E4001 4.93E4000
Bern2.5D-LPJ 1000 9 2.36E-001 9.87E-002 3.85E-001 2.80E-001 2.32E+002 5.85E4001 2.59E+000
CLIMBER2-LPJ 1000 20 2.32E-001 2.76E-001 4.90E-001 2.58E-003 2.73E+002 6.69E+4000 6.69E4000
DCESS 1000 4 2.16E-001 2.91E-001 2.41E-001 2.52E-001 3.80E+002 3.63E4001 3.40E4-000
GENIE (ensemble) 1000 5 2.15E-001 2.49E-001 1.92E-001 3.44E-001 2.70E+002 3.93E+001 4.31E+000
LOVECLIM 1000 58 8.54E-008 3.61E-001 4.50E-001 1.89E-001 1.60E+003 2.17E+4001 2.28E+4000
MESMO 1000 1 2.85E-001 2.94E-001 2.38E-001 1.83E-001 4.54E4-002 2.50E+001 2.01E+000
UVic2.9 1000 4 3.19E-001 1.75E-001 1.92E-001 3.15E-001 3.05E+002 2.66E+001 3.80E+000
ACC2 985 4 1.78E-001 1.65E-001 3.80E-001 2.77E-001 3.86E+002 3.69E+001 3.72E+000
Bern-SAR 1000 3 1.99E-001 1.76E-001 3.45E-001 2.79E-001 3.33E+002 3.97E+001 4.11E+000
MAGICCS6 (ensemble) 604 1 2.05E-001 2.53E-001 3.32E-001 2.10E-001 5.96E+002 2.20E+001 3.00E+000
TOTEM2 984 2 7.18E-006 2.03E-001 7.00E-001 9.74E-002 8.58E+004 1.12E4-002 1.58E-002
multi-model mean 1000 6 2.17E-001 2.24E-001 2.82E-001 2.76E-001 3.94E+002 3.65E+001 4.30E+000

Table 5.1: Coefficients to fit model responses in CO2 (IRFco,) for the PD100 case. The mean relative error
(mre) is given in permil.

This is of interest because for the IRFs of other GHGs, this feedback is normally not included: in
a “ideal” experiment for a substance X, a pulse emission of X would trigger an ocean and land
loss of carbon as v < 0 (Arora et al., 2013) and the total radiative forcing (and thus GWP) of X
would by the sum of the direct RF of X plus the indirect RF stemming from the liberated COs.
In practise, this climate-carbon feedback is not included for non-CO4 gases and therefore their
GWP is underestimated.

As expected, the results with the Bern3D-LPJ show that the additional warming hampers the
COy removal from the atmosphere (Fig. 5.4), especially due to enhanced SST and lower COq
solubility in the ocean and higher soil turnover rates on land. The resulting coefficients for
the IRFco, fit are tabulated in Tab. 5.2. The effect of climate-carbon feedbacks on AGWP is
discussed in Sect. 4.4.3 in Joos et al. (2013)
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Figure 5.4: Top: comparison of IRFco, of the 100 Gt C pulse for a setup with (solid) and without (dashed)
climate-carbon feedback for present day (PD) and preindustrial (PI) conditions for the first 1000 years after the
pulse release. Bottom: same for the first 100 years.
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nryears mre |ag al as as T1 T T3

PI100
With climate feedback 1000 4 1.27E-001 2.61E-001 2.91E-001 3.22E-001 3.03E+002 3.16E+001 4.24E+000
Without climate feedback 1000 3 1.33E-001 1.66E-001 3.45E-001 3.55E-001 3.13E+002 3.00E+001 4.60E+000

PD100
With climate feedback 1000 5 6.35E-010 5.15E-001 2.63E-001 2.22E-001 1.96E+003 4.58E+001 3.87E+000
Without climate feedback 1000  0.02]2.12E-001 2.44E-001 3.36E-001 2.07E-001 3.36E4-002 2.79E4-001 4.06E4-000

Table 5.2: Coefficients to fit model responses in CO2 (IRFco,) for the PI100 and PD100 cases with and without
climate feedbacks and for the Bern3D-LPJ(reference). The mean relative error (mre) is given in permil.

Conservation of carbon

Next it is checked how the participating models perform in terms of conservation of the emitted
carbon. Figure 5.5 shows the evolution of the total pulse-carbon (Cpyise) in the system, i.e.

t
Cpulse(t) = ACOo(t) x 2.123 + Z AF,(t') + Z AF (' (5.3)
=0 t'=0

where A denotes the anomaly in the pulse experiment w.r.t. the control-run and ¢ the time since
the pulse has been injected. Ideally, Cpyise(t) = 100 Gt C for ¢ > 0 but most models show some
discrepancy of a few %. The Bern3D-LPJ (as well as other models) shows a characteristic decline
in the first 5-10 years. The reason for this seem to be the asynchronous calculation between
fluxes and inventories within the model time-stepping: in a given timestep, the atmospheric
transport-equation considers Fy; based on ApCO2 of the last timestep, but for the diagnostic of
the annual mean F,; the updated values are used. This is especially a problem in the first years
when F,; changes most between two timesteps. We note that this is solely a problem in the
diagnostics of the model, as carbon is conserved in the model between individual timesteps.
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Figure 5.5: Conservation of carbon in the 100 Gt C PD experiment for all model using the unsmoothed timeseries
for the first 100 years after the pulse release.
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5.3 Longterm response to a CQO, pulse: the role of the
weathering feedback

The Bern3D-LPJ, as well as most other models participating in Joos et al. (2013) do not include
a weathering feedback, that is, a climate-dependent weathering/riverine input of tracers. This
is justified as these processes are thought to play an important role only on multi-millennia
timescales (see e.g. Archer et al., 2009, for a review). However, this feedback is crucial because it
is the mechanism which ultimately neutralizes® (anthropogenic) COy perturbations (Archer
et al., 2009).

In this, section the “0D” (i.e. globally averaged) implementation of the carbonate- and silicate-
weathering feedbacks as proposed in Colbourn et al. (2013) are incorporated in the Bern3D-LPJ
and tested by the means of an instantaneous release of 1000 Gt C and 5000 Gt C of COs. The
effect on IRFco, and the AGWPco, is then quantified.

In a first step, the given weathering rates as determined from the global sedimentation budget
during a spinup have to be attributed to certain processes, namely the pathway in which they
re-enter the atmosphere-ocean system after they have been buried at the seafloor. As the model
of Colbourn et al. (2013) only considers the inorganic burial-weathering cycle, the organic cycle
(subscript org) and inorganic contributions to the weathering rates have first to be separated in
the Bern3D. We can then write the steady-sate weathering fluxes of DIC (Fpic) and alkalinity

(Fam):

_ burial burial
Fpic = Fcaco, + Fpoc (5.4)
weatherin theri
= Py + Feathering | pveathering (5.5)
F - 9 Fburial R Fburial 5.6
Alk = 2-1CacO; T RAlP - £'POC (5.6)
= weathering weathering weathering
= 2-Fousio, T2 Foaco, T Rawr - Fog , (5.7)

where the subscripts CaCO3 and CaSiOs denotes carbonate and silicate weathering processes,
Fyo1c the volcanic emissions of CO2 and Raj.p the Redfield ratio of alkalinity in organic matter
(being set to -16/117 in the Bern3D). The weathering fluxes are then allowed to vary as a function
of the steady-state fluxes (subscript 0), atmospheric temperature (SAT) and atmospheric COy:

steady state weathering rate temperature feedback
weathering —_—
Feacos = Fcacos,0 (14 kca - (SAT-SATY))
COQ C02

(1 + Kyun - (SAT-SATY)) - 2

runoff feedback

1. —_—
Coz,o/( 0+ CO2p

productivity feedback

)P (5.8)

steady state weathering rate temperature feedback

——
ekT X (SAT—SAT())

CO9 COq
COQ,O/(LO * CO2p

weathering
Fasios = Fasios 0

- (1 + Kyun - (SAT-SAT())" - 2

runoff feedback

), (5.9)

productivity feedback

3Without a weathering feedback from the lithosphere, the airborne fraction of CO» emissions will always stabilize
on a level > 0, even with ocean-sediments interactions are included by the model.
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with a best-guess set of parameters as suggested in Colbourn et al. (2013): kg, = 0.049,
krun = 0.025, kr = 0.09, €,=0.4 and €,=0.65. Note that for simplicity, the productivity and
runoff-feedbacks have been parametrized as a function of global mean temperature and COa.

Application of the model

The experimental setup corresponds to the preindustrial (PI) setup in Joos et al. (2013) except
that the LPJ model was not activated in order to make the model computationally more efficient.
First, fluxes have to be attributed to different processes: The organic cycle is given by the
amount of POy buried in the spinup and is 0.187 Gt Cyr—!. The inorganic contributions are then
set to 0.101 Gt Cyr~, 0.105 Gt Cyr~! and 0.107 Gt Cyr~ for Foraioe ™, Foreeoe ™8 and Fiol
to close the models DIC and Alk budgets given by Eqgs. 5.5 and 5.74. Note that the constraint
Fyole=Fcasio, given in Colbourn et al. (2013) could not be exactly fulfilled without violating
the total tracer budget in the Bern3D.

Different setups of the model have then been forced with a 1000 Gt C and a 5000 Gt C pulse
release to examine the effect of the CaCO3 and CaSiO3 weathering parametrization. The
standard setup with sediment interactions but with constant weathering rates as used in Joos et al.
(2013) is denoted as SED. SED+4CA is the setup with CaCO3 weathering feedback, SED+SI with
CaSiOg feedback and SED+CA+SI with both feedbacks active. In addition, a setup without
sediment model was run (CLO). Climate is allowed to change during the experiment depending
to the radiative forcing of the airborne pulse-COg according to Myhre et al. (1998). In all open
setups, the weathering rate related to the organic cycle is set constant, but it is suggested that
changes in e.g. the PO, weathering rate should also be taken into account in the future.

Results

First, we focus on the ocean’s DIC and Alk budgets and inventories which are displayed in
Fig. 5.6. Note that on such long timescales model drift becomes apparent, especially in the
inventories. To correct for drift, a 20 kyr control simulation was run for all the setups which was
then used to fit a linear trend to the drift. This trend was then subtracted from the perturbation
experiments. In the experiment SED, weathering rates are kept constant. Seafloor CaCOs is
dissolved as a response to the increased ocean pH and shoaling of the lysocline (not shown). This
pulse of CaCOs3 dissolution and transient imbalance between weathering and sedimentation
leads to a net increase in the Alk inventory. After ~50 kyr the oceanic Alk budget — given by
deposition — redissolution at the ocean-sediment interface — is balanced again. But both DIC
and Alk inventories stabilize on a higher level than before the pulse, leaving a finite airborne
fraction of COg2 (e.g. Archer et al., 1998; Tschumi, 2009) which is shown in Fig. 5.7. In the same
figure, the CO» response of the closed system is shown. Without CaCOs-neutralization the
inventory of Alk is conserved as air-sea gas exchange of CO2 does not alter Alk (because COg is
not charged). This leads to a higher airborne fraction in CLO than SED. The airborne fraction
itself is a function of the pulse size due to the non-linear carbonate chemistry in the seawater.

When activating the CaCO3 weathering feedback, both Fay and Fpic increase in a 2:1 ratio
according to the parametrizations given in Eq. 5.8. This has only a minor influence on the
carbonate system although CO%‘ ~ Alk-DIC is increased, but overall the depth of the lysocline
does not change significantly compared to SED. The airborne fraction of CO4 stays finite at a
slightly lower value than SED.

Which process allows the system to relax back in the original state? The answer is somewhat
counter-intuitive: the experiment SED+SI leads to higher Alk sedimentation rates by increasing
the Alk weathering input, but not the DIC input. This additional Alk flux deepens the lysocline
such that after ~20 kyr the sedimentation of Alk and DIC exceed the weathering input. In other

4The solution of the budget eqautions are not unique, there are other possible combinations of fluxes.
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words: the increased Alk weathering flux does remove Alk from the ocean in the long run. This
leads to a relaxation of all variables to their initial values after ~300-500 kyr. Activating both
feedbacks as in SED4+CA+SI leads to an increase in the Alk and DIC weathering rates of ~2:1
and does not differ much from SED+SI. This clearly highlights the importance of the silicate
weathering feedback in regulating atmospheric CO2 on geological timescales.

——— SED+CA
——— SED —— SED+SI
—— SED+CA+SI
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Figure 5.6: Ocean-sediment response to a 1000 Gt C pulse for DIC (a,c,e,g) and Alk (b,d,f,h) for different
setups: open system without weathering feedback (SED), with CaCO3 weathering feedback (SED+CA), with
CaSiO3 weathering feedback (SED+SI) and with both feedbacks (SED+CA+-SI). Sedimentation is computed as
deposition — redissolution at the ocean-sediment interface and temporarily different from the sedimentation-flux.
The baseline fluxes are indicated by a black horizontal line.

What are the consequences of this for IRFo, and time-integrated IRFco, (and thus AGWP)?
In Table 5.3 the corresponding values are listed for the time horizons 100 yr, 1,000 yr and 10,000 yr.
The stated changes are given relative to SED, which is the setup used in Joos et al. (2013)
("Bern3D-LPJ (reference)”). Due to the long timescales involved in the weathering feedback,
the 100 yr IRFco, and AGWP of the SED4+CA+SI experiment are only marginally different
from SED. For longer horizons, the differences become apparent with e.g. a 5.3% reduction of
AGWPqgg9 and the AGWP1gggo is even reduced by 23% when taken the weathering-feedback
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into account. Note that the values in Tab. 5.3 slightly differ from those of the PI100 experiment
in Joos et al. (2013) as the experimental setup is not identical. It must be stressed that these
numbers only represent the tested 0D parametrization with only one parameter set. As shown by
Colbourn et al. (2013), the application of the spatially resolved weathering model (2D) gives e.g.
a rather different response, as well as other parameter combinations of the 0D-parametrization.

(a) 1000 Gt C pulse:
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Figure 5.7: Atmospheric CO2 response to a 1000 Gt C (a) and 5000 Gt C (b) emission pulse for different
setups: closed system (CLO), open system without weathering feedback (SED), with CaCOgs weathering feedback
(SED+CA), with CaSiO3 weathering feedback (SED+SI) and with both feedbacks (SED+CA+SI).

time horizon 100 yr 1000 yr 10000 yr
IRFco,

CLO 0.593 (+0.94%) 0.263 (+4.0%) 0.208 (+71%)

SED 0.588 0.253 0.121

SED+CA+ST | 0.580 (-1.3%) 0.223 (-12%) 0.072 (-41%)
time-integrated IRFco, (yr)

CLO 70.3 (+0.59%) 396 (+2.1%) 2300 (+29%)

SED 69.9 388 1780

SED+CA+SI | 69.5 (-0.57%) 367 (-5.3%) 1370 (-23%)

Table 5.3: IRFco, and time-integrated IRFco, of the 1000 Gt C pulse experiment for 3 different time horizons.
The percentage changes given in parenthesis are relative to SED. To get the AGWP, the time-integrated IRFco,
has to be multiplied with 1.77 - 107** W m =2 kg-CO; .
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Multiple greenhouse-gas feedbacks from the land
biosphere under future climate change scenarios

Benjamin D. Stocker?*, Raphael Roth"?, Fortunat Joos'?, Renato Spahni"2, Marco Steinacher"?,
Soenke Zaehle?, Lex Bouwman*®, Xu-Ri® and lain Colin Prentice’?

Atmospheric concentrations of the three important green-
house gases (GHGs) CO,, CH, and N,O are mediated by
processes in the terrestrial biosphere that are sensitive to
climate and CO,. This leads to feedbacks between climate and
land and has contributed to the sharp rise in atmospheric GHG
concentrations since pre-industrial times. Here, we apply a
process-based model to reproduce the historical atmospheric
N,O and CH, budgets within their uncertainties and apply
future scenarios for climate, land-use change and reactive
nitrogen (Nr) inputs to investigate future GHG emissions and
their feedbacks with climate in a consistent and comprehen-
sive framework’. Results suggest that in a business-as-usual
scenario, terrestrial N,O and CH,; emissions increase by 80
and 45%, respectively, and the land becomes a net source of
C by AD 2100. N,O and CH, feedbacks imply an additional
warming of 0.4-0.5 °C by AD 2300; on top of 0.8-1.0 °C caused
by terrestrial carbon cycle and Albedo feedbacks. The land
biosphere represents an increasingly positive feedback to an-
thropogenic climate change and amplifies equilibrium climate
sensitivity by 22-27%. Strong mitigation limits the increase
of terrestrial GHG emissions and prevents the land biosphere
from acting as an increasingly strong amplifier to anthro-
pogenic climate change.

At present, the terrestrial biosphere is mitigating anthropogenic
climate change by acting as a carbon (C) sink, compensating about
30% of global CO, emissions from fossil and land-use sources?. In
contrast, 44-73% of global nitrous oxide (N,O) emissions** and
24-43% of global methane (CH,) emissions®, both potent GHGs,
originate from land ecosystems and partly offset the cooling effect of
C uptake by the land. Terrestrial N,O and CH, emissions, hence-
forth termed eN,O and eCHy, are enhanced in a warm climate®’
and under high atmospheric CO, concentrations (cCO,; ref. 8). The
associated feedback loop amplifies anthropogenic climate change
and is reflected in palaeo records on glacial-interglacial and cen-
tennial timescales”'’. However, despite its potential importance®
there is yet a lack of studies investigating combined multiple GHG
feedbacks between terrestrial ecosystems and climate.

The strength of feedbacks between land and climate is
determined by the sensitivity of the forcing agents (here: eN,O;
eCH,; terrestrial C storage, AC; and Albedo change) to the
drivers (climate and cCO,), and the radiative efficiency of the
respective forcing agent. Earlier quantifications of terrestrial GHG

feedbacks have relied on observational data and land-only models to
derive the sensitivities, multiplied by the radiative efficiency®”*!!.
Here, we assess multiple feedbacks from terrestrial ecosystems
in a coupled Earth system model of intermediate complexity
and follow a quantification framework commonly applied to
measure the strength of physical climate feedbacks"!? (Fig. 1 and
Methods). Applying future scenarios of N-deposition and N-
fertilizer application in agriculture allows us to assess their impact
on eN,O and related feedbacks.

We start the discussion by exploring to which extent a process-
based land biosphere model is able to reproduce the observation-
based evolution of atmospheric N,O and CH, concentrations
(cN,0, cCH,) over the industrial period. Addressing the historical
atmospheric GHG budgets serves as a test for the sensitivity of
simulated GHG emissions to the combination of climate, cCO, and
external forcings. LPX-Bern'*™'® is applied here to simulate the
coupled cycling of carbon and nitrogen and the emissions of
GHGs from agricultural and natural land and from peat. Site-
scale evaluations of this model have been presented earlier’'>2’.
For this test, we force LPX-Bern with observational data for
climate?!, cCO, (ref. 22), Nr (N deposition?® plus mineral N
fertilizer inputs**) and anthropogenic land-use area change and
combine simulated emissions with independent emission data from
remaining sources to assess atmospheric budgets (see Methods and
Supplementary Fig. S1).

For eN,O, we confirm earlier results showing that the
simulated emission increase in the second half of the twentieth
century matches measured concentrations (Fig. 2a). Experiments
with incomplete driving factors perform worse at reproducing the
observed rate of increase in the past four decades. The increase
in atmospheric N,O before ap 1920 is not captured, although
an increasing manure source is prescribed. Climatic changes after
the late-nineteenth-century temperature minimum are a potential
driver not represented in the applied CRU climate forcing data?!.

The twentieth-century increase in cCH, is dominated by
changes in prescribed sources (see Methods). Simulated changes
in eCH, from boreal peatlands, inundated areas (natural and
anthropogenic) and wet mineral soils remain comparably small
over the industrial period. The magnitudes of these fluxes
were scaled individually to match results of an atmospheric
CH, transport inversion'®. The small model response to twentieth-
century climatic variations is consistent with the measured
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Environmental Assessment Agency, PO Box 303, 3720 AH Bilthoven, The Netherlands, ®Laboratory of Tibetan Environment Changes and Land Surface
Processes, Institute of Tibetan Plateau Research, Chinese Academy of Sciences, Beijing 100101, China, ’ Department of Biological Sciences, Macquarie
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Figure 1| Schematic of feedback loops and model set-up. Representing the
fully coupled (purple background, superscript CT) and the control
(uncoupled, white background, superscript ctrl) simulations. The evolution
of land-use area and reactive nitrogen addition (N-deposition and
N-fertilizer) is a prescribed input to the land model and the evolution of
non-land biosphere-related, external emissions (eEXT) of N,O, CO3,

CHy and other forcing agents (aerosols, precursors, CFCs, SFg and so on) is
a prescribed input to the atmosphere module in both the coupled and
uncoupled set-up as indicated by the yellow panels. The land model
(green) simulates changes in land carbon stocks (AC) and the related net
land-to-atmosphere CO; flux, terrestrial emissions of N,O and

CHg (eN20, eCHy) and land surface Albedo changes (AAlbedo). These
simulated changes, in combination with eEXT, yield the simulated
atmospheric concentrations (cCO», cN,O, cCH,) and the surface Albedo,
cause a radiative forcing (RF) and affect climate, here represented by the
global mean temperature (AT), which scales spatial climate change
anomaly patterns in Bern3D-LPX. Note that the prescribed emissions of
reactive gases (CO, VOC, NO,) affect cCH4. Note also that even in the
control set-up (ctrl), land use and Nr affect terrestrial GHG emissions, and
eEXT is added and AT is not zero. In the fully coupled set-up (CT),
changes in the drivers, climate and cCO;, relative to their pre-industrial
state are communicated to the land model, whereas the land model sees
none of these changes in the control set-up. In cCO2-land coupled (C) and
climate-land coupled (T) simulations only changes in one driver are
communicated to the land model (see Supplementary Fig. S16). Results
shown in Figs 4 and 5 are obtained by the set-up of the Bern3D-LPX model
shown in here. In offline simulations for which results are shown in Figs 2
and 3, cCO; and climate change are not simulated, but prescribed (see
Supplementary Fig. S17).

atmospheric CH, record, but the small signal prevents any firm
evaluation of the modelled sensitivity of eCH, to climate change
(Fig. 2b). In conclusion, the model produces realistic global results
for eN,O and eCH, under plausible forcing.

Next, we assess the sensitivity of terrestrial GHG emissions to
future climate, cCO,, Nr and their combination for a stringent
climate mitigation scenario that maintains the possibility of
reaching the two-degree target (Representative Concentration
Pathway (RCP) 2.6; ref. 25) and a high-emission/business-as-
usual scenario (RCP8.5; ref. 26). Scenarios for land use, N-
fertilizer and N-deposition each consistently follow socio-economic
developments in the respective RCP (model inputs described in
Supplementary Section S2). Climate is prescribed for each RCP
using Climate Model Intercomparison Project 5 (CMIP5) output
from ensemble simulations of five comprehensive climate models.
This allows us to assess the influence of uncertainties in the climate
evolution and in the scenario choice. Prescribed c¢CO,, global
temperatures and Nr inputs stabilize in RCP2.6, whereas in RCP8.5,
they increase throughout the twenty-first century.
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Figure 2 | Simulated and observed concentrations. a,b, Observed and
simulated cN,O (@) and cCH4 (b). Observational N,O data (grey) is from
refs 22,33. Measurement precision (+10) is given by vertical bars. The
dashed grey line is a 200-yr cutoff spline through observational data.
Observational CHy4 point data (grey) are from ref. 22 and represent
Southern Hemispheric concentrations. The solid grey line (NEEM) is
derived from Northern Hemispheric firn air data and includes seasonal
variability34. The dashed grey line is a spline of observational Southern
Hemisphere data. Simulation results (red) are from offline experiments
where changes in climate, cCO, and Nr inputs are prescribed (standard), or
where climate is held at pre-industrial levels (no climate change), cCO; is
held constant at pre-industrial levels (no cCO;) or Nr is held at
pre-industrial levels (no Nr, see Supplementary Table S2). An oceanic
N0 source (3.3 Tg N;O—Nyr~') and a constant geological CH, source
(38 Tg CH4 yr™"), tuned to match RCP data in year AD 1900, are included.

The combination and interactions of global warming, cCO, and
external forcings (land-use change and anthropogenic Nr inputs)
drive eN,O up from a preindustrial level of 6.9 to 9.0 Tg N,O—
Nyr~! by today and to 9.8-11.1 (RCP2.6) and 14.2-17.0 Tg N,O-
Nyr~! by ap 2100 (RCP8.5, Fig. 3a). In RCP8.5, only 14-21% of
this increase is due to external forcings alone (Fig. 3a, right panel,
‘ctrl” stripe) Climate change and rising cCO, are responsible for the
remaining amplification. Without Nr inputs, the amplification is
reduced by 24-32% (Fig. 3a, right panel, empty bars).

eN, O is governed by denitrification of reactive N in the soil, not
taken up by the plant. Given sufficient nutrient availability, high
cCO; tends to increase plant productivity, which ultimately feeds
litter and soil decomposition. Warmer soil temperatures accelerate
decomposition, making nutrients available for plant uptake but
also increasing substrate availability for denitrification and eN,O.
Increased loads of reactive nitrogen from atmospheric deposition
and on fertilized agricultural land are prone to temperature-
driven denitrification, leaching to water streams and loss as
N,O. In our RCP8.5 simulations, the fraction of Nr inputs to
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Figure 3 | Future emissions. a-¢, N, O emissions from terrestrial ecosystems and from leached N in water streams (a), terrestrial CH4 emissions (b), and
change in terrestrial C storage since AD 1765 (¢; including land-use change) for the historical period (black), and the twenty-first century for RCP2.6 (blue)
and RCP8.5 (red). Minimum, mean and maximum at the end of the twenty-first century (mean over AD 2090-2100) for emissions and C storage change
for different set-ups are given by the bars in the right panel. Empty bars represent ranges of N,O emissions in simulations with Nr inputs held at
pre-industrial levels. Effects of Nr inputs on CH4 emissions and AC are negligible and are thus not shown. The spread of emissions arises from different
prescribed patterns of future climate change from different CMIP5 climate models. Results are from offline simulations.
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Figure 4 | Future concentrations, radiative forcing and global mean temperature. a,b, Simulated cN,O (a) and cCHy (b) in the fully coupled (ranges) and
the control (dashed lines) simulations for RCP2.6 (blue) and RCP8.5 (red). Results are from online simulations. Higher concentrations in the fully coupled
simulations are due to amplified emissions in response to changes in both climate and cCO5. ¢, Additional radiative forcing due the higher cN,O and
cCHg in the fully coupled simulation compared with the control simulation. Changes in cCH4concentrations affect stratospheric cH,0 and cOs. Resulting
radiative forcings are included in RF(CHy4). d, Global mean temperature change in the control simulation (dashed line), the fully coupled simulation (upper
range), and the fully coupled simulation without changes in eN,O and eCHj, affecting climate (lower, pale-coloured range) for RCP2.6 (blue) and RCP8.5
(red). Grey lines represent AT as simulated by the ensemble of CMIP5 models applied.

agricultural soil lost as N,O is enhanced by 43-78% by ap 2100
owing to the interaction of Nr inputs with climate change and
cCO, (see Supplementary Fig. S13). Such effects thus impede the
application of Intergovernmental Panel on Climate Change (IPCC)
N,O emission factors to derive anthropogenic N,O emissions
from Nr inputs®.

eCH, rises from 221Tg CH,yr ' at present to 228-245
in RCP2.6 and to 303-343Tg CH,yr ' in RCP8.5. eCH, is
modelled as a fraction of soil C decomposition under anaerobic
soil conditions in mineral soils and is explicitly simulated with
production, oxidation and vertical transport in peatlands'”!®. High
cCO, ultimately enhances decomposition and affects soil moisture
through water-use efficiency. It is thus the main driver of the
eCH, increase in RCP8.5 (Fig. 2b and Supplementary Information).
eCH, from boreal peatlands experiences the strongest increase in
RCP8.5 (+120-200%). However, climate change at high northern
latitudes is subject to substantial uncertainties as evidenced by the
spread in CMIP5 model results. This also implies a wide range
of simulated AC, with climate from models featuring a strong
polar warming amplification yielding the largest C losses. Decline in
seasonal snow cover and vegetation shifts in response to a warmer
climate entail effects on surface Albedo mostly causing an further
positive feedback (see Supplementary Fig. S15).

To capture the entire feedback loops between climate and
land (Fig. 1), we apply the Bern3D-LPX Earth system model of
intermediate complexity’®*. The model is forced by anthropogenic

emissions, land-use change and Nr inputs. Atmospheric GHG
concentrations, radiative forcing, climate change and GHG release
from land ecosystems are simulated and evolve interactively.

The response of eN,O and eCH, to climate and ¢CO, adds to
direct anthropogenic emissions and further amplifies atmospheric
concentrations. The associated additional radiative forcing (ARF)
amplifies the temperature increase by 0.4-0.5°C by ap 2300 in
RCP8.5 (Fig. 4). ARF broadly scales with AT and is thus smaller
in RCP2.6. The proportionality between AT and ARF represents
the strength of the feedback and is captured by the feedback factor
r (see Supplementary Equation S6).

Applying a comprehensive set of simulations following the
emission pathways associated with RCP8.5 and RCP2.6 and using
a formalism commonly applied to physical climate feedbacks,
we quantify individual feedback factors for each forcing agent
mediated by the land model and for each driver of the land
response (Fig. 5).

The total land climate feedback is 0.11-0.16 (0.22-0.24)
Wm™2K™! in 2100 (2300) ap and thus about an order of
magnitude smaller than other physical climate feedbacks. The
negative feedback arising from cCO, effects on AC (CO,-
fertilization) dominates at present but declines thereafter owing to
eco-physiological saturation (see Supplementary Fig. S9) and the
declining radiative efficiency of ¢cCO, under high concentrations.
In the long term, this negative feedback is largely compensated by
the positive feedback from a warmer climate (r..), and thus the
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Figure 5 | Feedback factors. a-c, Feedback factors in fully coupled
simulations (riCT, withi= AC,eN,0,eCH4, AAlbedo; a), in climate-land
coupled simulations (rT; b) and in cCO;-land coupled simulations (ric; c).
Values are for present (mean of AD 2000-2010), 2100 (mean of
2095-2105) and 2300 (mean of 2290-2300). Rectangles represent
minimum (left edge), maximum (right edge) and mean (middle line) of
values derived from simulations with different climate change anomaly
patterns from the five CMIP5 models applied. Results are from online
RCP8.5 simulations. Feedback factors evaluated from RCP2.6 are given in
Supplementary Fig. S21.

net feedback (r$t) is small. The positive feedback from Albedo
change remains effective and becomes the strongest positive land
feedback in response to changes in climate by Ap 2300. eN,O and
eCH, induce positive feedbacks in both climate-land and ¢CO,-
land coupled simulations, but their magnitude is smaller. Generally,
non-AC feedbacks do not exhibit declining trends and increasingly
affect the climate response to anthropogenic forcing in the long
run. In addition, effects of C-N interactions, sensitivity of peatland
C-storage and land-use change—features not represented in last-
generation terrestrial biosphere models presented in the IPCC AR4
(ref. 5)—each tend to enhance the total land feedback ry,,q in our

model on long timescales and under high radiative forcings as in
RCP8.5 (see Supplementary Fig. S18).

Limiting the rise in ¢CO, and climate change (RCP2.6)
maintains a regime where the negative feedback from cCO,-
fertilization remains effective and the total land feedback is broadly
neutral (Supplementary Fig. S21). Results also illustrate how
reducing Nr inputs limits the amplification of eN,O under future
climate and thus mitigates the positive associated feedback.

Climate sensitivity is conventionally defined as the
temperature change in response to a doubling of cCO,
(42.9°C in Bern3D-LPX). Here, we quantify the effective climate
sensitivity including land biogeochemical and land Albedo feed-
backs in response to sustained radiative forcing of 3.7 W m~2, cor-
responding to 2 x cCO,, but allowing cCO;, to evolve interactively.
Climate sensitivity is increased from 2.8°C (control set-up) to
3.2-3.3°C (4+15-20%) when land C stock and Albedo feedbacks
are included and to 3.4-3.5°C (+22-27%) when also feedbacks
from eN,O and eCH, are simulated (see Supplementary Fig. S7).
Compared with a conventionally defined climate sensitivity, which
commonly includes feedbacks from terrestrial Albedo changes, this
is an amplification of 16-21%. Earth system models representing
only carbon cycle and Albedo feedbacks, including a number of
CMIP5 models, may thus underestimate the potential of land-based
processes to amplify climate change through positive feedbacks.

Feedback strengths are subject to relatively large uncertainties
associated with the representation of processes governing the
sensitivity of terrestrial GHG emissions to climate and cCO,. Values
of feedback factors reported here are at the lower end of the range
previously reported"®” where multiple agent interactions have not
been accounted for. In our simulations, feedback uncertainties
introduced by disagreement about climate change patterns are
+17% (aDp 2100). Processes not represented in LPX-Bern (for
example, changes in biogenic volatile organic carbon emissions and
wetland extent) have the potential to further revise the total land
feedback towards more positive values.

By applying an Earth system model, representing terrestrial
biogeochemical cycling explicitly and interactively, we establish
a consistent link between small-scale processes, with altered
substrate availability and environmental conditions affecting
denitrification and methane production, to the large scale, with
amplified eCH, and eN, O inducing positive land—climate feedbacks
in a high-emission/business-as-usual scenario for the twenty-
first century. The land biosphere is shifted from a regime
where negative feedbacks from higher cCO, compensate smaller
positive feedbacks from eN,O and eCH, today to a state
where non-AC feedbacks exert an increasingly strong additional
warming in the future. These results suggest that land ecosystem
feedbacks in addition to those directly related to carbon storage
should be included in the next generation of comprehensive
Earth system models.

Methods

Terrestrial processes are simulated with the LPX-Bern 1.0 model (Land surface
processes and exchanges, Bern version 1.0), which unifies representations for
natural®, agricultural'*?” and peatland'>'”'® coupled C and N (ref. 16) dynamics
and predicts the release/uptake of CO,, N,O and CH,. The model version applied
here uses a vertically resolved soil hydrology/heat diffusion scheme as a previous
LPX version®, but does not include the comprehensive fire scheme of ref. 30.

To assess the historical budgets and project GHG emissions under RCP2.6
and RCP8.5, we apply LPX in offline mode, where climate and atmospheric
CO, concentration are prescribed (simulations termed offline). For the feedback
quantification, LPX is coupled to the Bern3D Earth system model of intermediate
complexity and GHG emissions are prescribed, whereas atmospheric GHG
concentrations, radiative forcing and climate change are calculated online
(simulations termed online). Bern3D simulates three-dimensional dynamics
of ocean heat and CO, uptake®®, ocean biogeochemistry, and includes a
two-dimensional Earth surface energy balance®.

In both set-ups, inputs prescribed to LPX are N-deposition?’, mineral
N-fertilization?, croplands, pastures and urban areas, fixed lateral extent of
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6.2 Supplementary material

This section (6.2) provides supplementary information not provided in the main text of the
article Multiple greenhouse gas feedbacks from the land biosphere under future climate change
scenarios. This section is a shortened and reformatted version of the online supplementary
informations to Stocker et al. (2013) with a focus on the coupled Bern3D-LPX simulations
(i.e. the “online” simulations). The published study (Stocker et al., 2013) as presented in the
previous section is referred to as the main article in the following.

6.2.1 Input data

inputs emissions
eCO,LPX
Ngep eN,0LPX
Q«en eCH,LPX
LU
A €GO 21 Bern3D Bern3D
A ern. ern.
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Figure 6.1: Model setup: inputs and model components.

Figure 6.1 illustrates the model setup: which variables are prescribed to individual model
components and which are simulated interactively. The naming of variables introduced here is
followed throughout this document. Components in red represent the model parts used for
the “offline” simulations (see Methods, main article). Inputs prescribed to LPX-Bern 1.0 are
N-deposition (Ngep) from Lamarque et al. (2011), mineral N-fertilization (Nyer) from Zaehle
et al. (2011), distribution of croplands, pastures and urban areas (Apy) from Hurtt et al. (2006),
fixed distribution of peatland areas (Apecat) and seasonally inundated wetlands (Ajpynq) from
Tarnocai et al. (2009). In offline mode, monthly temperature, precipitation and cloud cover

are prescribed from the CMIP5 outputs (temp®™IPd | precCMIPS, CCOVCMIP5). In online mode,

a spatial pattern per unit temerature change (tempANOM, precANOM " ccovANOM - derived for
each CMIP5 model used, is scaled by the global mean temperature change simulated online by
Bern3D (AT), see Sect. 6.2.1). Simulated terrestrial emissions (eCO2"FX | eNoOMPX e CH,MPX)
are complemented with other sources not simulated by LPX (eCO2FXT eNyOFXT eCH,PXT)
and an additional flux to close the atmospheric budget in 1900 AD (eNoOAPP | eCH4APP).
Atmospheric concentrations (cCOg, cN3O, cCHy, cog“’p‘)s, rOH) are calculated online in Bern3D
using a simplified atmospheric chemistry model (ATMOS. CHEM) of Joos et al. (2001)) to
simulate variations in the life time of CH4 and using prescribed emissions of reactive gases
from the RCP database (eVOCRCP eNOXRCP, eCORCP). cCO4 evolves as a result of the
coupled oceanic and terrestrial C cycle and is communicated back to LPX where it affects plant
photosynthesis. The radiative forcing of all agents affected by variations of terrestrial GHG
emissions (fCOg, fNoO, fCHy, fO5 P, fH,0%2%5) are simulated online in Bern3D after Joos
et al. (2001) (Bern3D RADIATIVE FORCING). Radiative forcing from other agents (fAerosol,
fCFCs, fHFCs) are prescribed directly from the RCP database. The global mean temperature
increase (AT) is calculated by Bern3D using a two-dimensional representation of the Earth
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energy balance (Ritz et al., 2011) and a three-dimensional physical ocean model (Miiller et al.,
2006). The top arrow represents the communication of land albedo changes (Ac«) from LPX to
the radiative component of Bern3D. The bottom arrow visualizes the feedback from simulated
c¢CO3 and AT on LPX. Land surface albedo changes in response to vegetation changes and snow
cover are simulated based on Otto et al. (2011) and are described in Steinacher (2011).

Climate

In offline mode, monthly climate data is prescribed to LPX. CMIP5 climate output for surface
temperature, precipitiation, and cloud cover is applied for all RCP2.6 and RCP8.5 experiments.
To correct CMIP5 model output for bias w.r.t. the present-day CRU climatology (Mitchell &
Jones, 2005), 2-D climate fields (coordinates x and y) are anomalized as follows:

CMIP5 (1) = CMIP5,,, (t) — CMIP5,, + CRU,, , (6.1)

where CMIP5; ,(t) is the original and CMIP5; (t) is the offset-corrected CMIP5 climate
variable field (surface temperature, precipitation, cloud cover) defined for ¢ =2005-2100 (2300) AD.
Bars denote the mean over the years 1996-2005 AD. In online mode, a spatial pattern per unit
temperature change, derived for each CMIP5 model and each month is scaled by the global mean
temperature change (AT') simulated online by the energy balance model (EBM) component of
the Bern3D model. Temperature and precipitation anomaly patterns are illustrated in Figs. 6.2
and 6.3. All online experiments are repeated for all 5 different anomaly pattern; this serves as an
uncertainty estimate.

N fertilizer input

Mineral N fertilizer (Ngeyt) is assumed to be added to croplands only. Nge,¢ inputs on pastures, as
well as N inputs from manure are not simulated explicitly. Tracking C and N mass flow from
harvest on agricultural land to soil application of animal manure and recycling of crop residues,
with denitrification, volatilization, and NoO emissions along the pathway, is beyond the scope of
the present study. NoO emissions from manure are prescribed instead (see section below).

Four equal doses of mineral N-fertilizer are added during the vegetation period to the soil
nitrate and ammonium pool with a constant respective split of 1:7. For the historical period
(1765-2005 AD), Nier data is from Zaehle et al. (2011) (ZAE11), based on country-wise ammonium
plus nitrate data from the FAO statistical database (1960-2005) (FAOSTAT, 2009). For years
1910-1960, an exponential increase was assumed.

For the years 2005-2100 AD, spatial Ny data provided by the IAM groups (RCP8.5:Riahi et al.
(2011), pers. comm. K. Riahi, January 2012; RCP2.6: van Vuuren et al. (2011); Bouwman et al.
(2009), pers. comm. L. Bouwman, April 2012) is used to scale the 2005 AD-field from ZAE11 for
each continent separately. Thereby, the relative increase in the total amount of annual Nie
inputs in each continent is conserved from the original data delivered by the IAM groups, while
the spatial pattern within each continent is conserved from the data of ZAE11 in year 2005 AD.
This scaling can be described by

Z N?CP—orig (t)

NRCP () = NZAEH (4 — 2005) - viek . YV continents k, 6.2
P 0) = NP0 = 2005) - ooy o (62)
Vick

where NRCP(2) is the harmonized RCP N scenario at the spatial index 4, N#AELL(¢ = 2005) is
the spatialized field of ZAE11 in year 2005 AD. NFF~°"8(1) is the original spatialized RCP
scenario data for each time t and grid cell ¢. The sum over all grid cells 7 belonging to continent
k is used to scale NZ»ZAEH(t = 2005). For RCP8.5, the scaling factor is corrected to guarantee
that the total Nge¢ input in 2100 and in each continent is identical as in the original data.



6.2. SUPPLEMENTARY MATERIAL 185

HadGEM2-ES
temperature oo
anomaly pattern -

°c

MPI-ESM-LR IPSL-CMSA-LR

MIROC-ESM

160 150W 120W  90W  6OW 300 ] 3E 60E S0€E 120E 150E 180 180 150W 120W B0W  GOW  30W 1] 30E BOE 90E 120E 150E 180
0 1 2 3 4

Figure 6.2: Annual mean temperature anomaly patterns per 1°C global temperature change used for coupled
simulations [°C (global mean °C)™!]. Note that values above 1 represent locations where regional temperature
change is larger than on global average.

N deposition

Annual fields for atmospheric NHx and NOy deposition are from Lamarque et al. (2011),
generated by an atmospheric chemistry/transport model and provided for the historical period
as well as for RCP scenarios of the 21st century. NHx and NOy are added to the ammonium and
nitrate pool in LPX along with daily precipitation. For the present study, we treat N deposition
as an external forcing, meaning that it is not affected by climate or COs. The assessment of a
feedback between climate and COs, emissions of NO, NOs and NHjs from soils, atmospheric
transport and chemical reactions, deposition and radiative forcing is beyond the present study.
We summarize the sum of N deposited and N, as “reactive N inputs” (Nr).

Land use change

Anthropogenic land use change (LU) is treated as an external forcing (see Fig. 1 in the main
article) and is prescribed also in the “ctrl” online and offline simulations. LU is prescribed
as maps for each year from Hurtt et al. (2006). Resulting CO2 emissions from deforestation
are simulted by the model. A thorough description can be found in previous publications
(Strassmann et al., 2008; Stocker et al., 2011). Note that LU also has indirect effects by changing
the C sink capacity under rising cCOgo(Strassmann et al., 2008). This is reflected in a stronger
negative feedback factor rgc (Fig. 6.8) when the model is set up without accounting for LU
(simulation DyNrPt in Table 6.2).
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Figure 6.3: Annual mean precipitation anomaly patterns per 1°C global temperature change used for coupled
simulations [mm month™" (global mean °C)™'].

N2O and CH4 emissions not simulated by LPX

For eNyOFPXT we use historical emission data for domestic/industrial sources, fire, and manure as
described in Zaehle et al. (2011). Domestic/industrial emissions were derived from van Aardenne
et al. (2001) giving a flux of 1.2 Tg NoO-Nyr—! in 2005 AD. The biomass burning estimate
(0.5 TgN2O-Nyr~—! in 2005 AD) is from Davidson (2009). Manure-N,O flux is taken as a fraction
of global manure-N input yielding 2.2 Tg NoO-Nyr~! in 2005 AD. To extend N,O emissions
to 2100 AD, we scale the total of domestic/industrial plus fire plus manure emissions in year
2005 AD with the relative increase in the sum of respective categories in each RCP scenario.
RCP emission data are consistent with the economical, demographic, and political development
in the respective RCP scenarios as simulated by Integrated Assessment Modeling.

To complete the NoO budget and reproduce the atmospheric concentration for pre-industrial
conditions, we tuned the oceanic source to 3.3 TgNoO-Nyr~! (eNoOAPP in Fig. 6.1). This is
in agreement with the broad range of available estimates (1.2-5.8 TgNoO-Nyr~!, e.g. Hirsch
et al., 2006; Denman et al., 2007; Rhee et al., 2009). The oceanic source is scaled by 3.3%
between 1850 and 2005 AD with the scaling factor following the increase in atmospheric N
deposition. This increase reflects the increase in reactive N in oceans due to atmospheric
deposition (Suntharalingam et al., 2012). After 2005 AD, the oceanic source is held constant in
all scenarios.

Non-soil CH4 emissions are taken from the RCP database (2009). These include emissions from
biomass burning and wet rice cultivation which are not explicitly simulated by LPX. To close
the atmospheric CH4 budget and reproduce the atmospheric concentration in 1900 AD, we
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Figure 6.4: Top left: global mineral nitrogen fertilizer input (Ngers) [Tg N yr~—'] for the historical period (black),
RCP2.6 (blue) and RCP8.5 (red). Top right: global atmospheric N deposition from Lamarque et al. (2011)
[TgNyr~!] for the historical period (black), RCP2.6 (blue) and RCP8.5 (red). Bottom left: atmospheric COx
concentration as prescribed in offline simulations for the historical period (black), RCP2.6 (blue) and RCP8.5
(red). Bottom right: global land use area from Hurtt et al. (2006) [Tg N yr~'] for the historical period (black),
RCP2.6 (blue) and RCP8.5 (red).

tuned the additional prescribed source (representing geological and small oceanic sources) to
38 Tg CHyyr~! (eCH4APP in Fig. 6.1). This is based on a data spline of southern-hemisphere
atmospheric records as provided by the RCP database (2009).

6.2.2 Simulation protocol and feedback quantification

Feedback formalism

Our framework to quantify feedbacks between land and climate follows the formalism applied in
physical climate science as presented, e.g., in Roe (2009) and Gregory et al. (2009). The latter
also address feedbacks between climate and the carbon cycle. Here, we extend this concept to
other radiative agents (eCHy, eN2O and albedo) mediated by the terrestrial biosphere and
affected by environmental conditions (climate; and atmospheric CO2 concentrations, cCO3). We
start with a brief introduction into the feedback formalism. Consider the Earth’s climate to be a
system responding to a radiative forcing F' with a radiative response H, so that in equilibrium,
the net energy flux into the system N is zero and no warming or cooling occurs.

N=F-H,N=0= F=H (6.3)
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Observations confirm that H can be linearized with respect to the temperature change AT
(Gregory et al., 2009), so that
F=X\-AT (6.4)

\ is the climate feedback factor given in Wm™2K~! and is equal to the inverse of the climate
sensitivity factor. A is thus the basic quantity to describe the temperature change of the climate
system in response to a given radiative forcing. However, A summarizes all feedbacks operating.
To quantify an individual feedback, we define a reference system, in which the feedback of
interest is not operating. The most basic reference system is to consider the Earth as a Black
Body. Here, we chose the reference system to repesent the ocean-atmosphere climate system
without any interaction with the land. This is the control simulation (termed “ctrl”), in which
the radiative forcing F leads to a temperature change AT (see Fig. 4 in the main article,
bottom right, dashed line).

F
Ao
Ao is the sum of all non-land feedbacks operating in the control simulation (the Black Body
response or Planck feedback (BB), water vapor (WV), ice-albedo (« ), lapse rate (LR), cloud
(CL), etc. A\g = ABB + Awv + Aa + ALR + AcL + .... Note, that the radiative forcing F' depends
on the reference system chosen. Note also that in our reference system, the land is still affected
by external forcings (land use, Nr inputs), which leads to terrestrial GHG emissions and albedo
change, eventually affecting AT,

AT = (6.5)

When a feedback is included, the system adjusts to a different temperature AT because it now
“sees” an additional radiative forcing (AF') triggered by the feedback. E.g. a warmer climate
stimulates terrestrial NoO emissions which increase its atmospheric concentration and lead to
additionally absorbed energy due to its greenhouse effect. Let us look at “land” as a feedback
element in the climate system interacting via a multitude of feedbacks. We summarize these as
Aland- With the additional radiative forcing from all land feedbacks written as AF = rjapg - AT
we get

Ao AT = F + rang - AT . (66)

With 7 = —\ we get the form presented in the paper (Eq.2)
F = ()\0 + )\land) AT . (67)

This illustrates that the additional radiative forcing per degree temperature change (r) caused by
the feedback of interest is equal to the negative of the feedback factor A. Equations (6.5) and
(6.7) are combined to derive A using a control simulation (“ctr]”) and a fully coupled simulation
(“CT”, see Table 6.1). Equation (6.6) can be rewritten as

F r

AT =—+ — AT 6.8

N o AT (6.8)
illustrating that the feedback arises because a fraction f = /\LO of the system output AT is fed
back into the input. We can take a different perspective and characterize the effect of a feedback
with the gain factor G = <21 By combining Egs. (6.5) and (6.6), the gain factor becomes

oo AT _ e A I ©9)
N A A ‘

Note that f = /\LO is often referred to as the “feedback factor”, but not here, where the feedback
factor is A = —r. The advantage of the formulation of Egs. (6.6) and (6.7) is that individual

feedbacks can be added to derive their combined effect.

Ao AT =F +AT Y i, (6.10)
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or in the form presented in the paper

F=(o+) \)AT. (6.11)
Note that f = /\LO >, mi and that G # >, G;.

Model setups

So far, we have been looking at feedbacks arising simply “from land”. However, a multitude of
processes affecting climate are operating in terrestrial ecosystems. One way is to decompose the
total land feedback into contributions from individual forcing agents (eN2O, eCHy, AC, and
Aalbedo):

Aland = AAC + AcH, + AN,0 + AAalbedo + 6 (6.12)

0 is a non-linearity term. To isolate individual As, the model has to be set up, where only the
respective feedback is operating. In practice, we prescribe the time series of global terrestrial
emissions from the control run for all non-operating forcing agents. In the case of albedo, we
prescribe the monthly two-dimensional field from the control run. Table 6.1 provides a full
account of all model setups applied.

A further decomposition of A\j,ng can be done by drivers of land feedbacks. Not only climate
(superscript “T”) but also atmospheric cCOq (superscript “C”) affects terrestrial GHG emissions
and albedo. We quantify its effects in the same framework.

Mand = AC + AT 46 =27 (6.13)

Simulations where only changes of the respective driver is communicated to the land model (see
also Fig. 1 in the main article) are used to quantify AT and A\C. In “climate-coupled” simulations,
only feedbacks arising from the sensitivity of forcing agents to climate are taken into account
and lead to a temperature change ATT:

F =M+ D) ATt (6.14)

In “cCOg-coupled” simulation, the land sees only changes in ¢cCO2 and the system attains a
temperature ATC:

F =+ %) AT (6.15)

Additionally, we quantify the modification of feedbacks by the individual effects of C-N interactions,
peatland C dynamics (Spahni et al., 2013), anthropogenic land use change (Strassmann et al.,
2008), and Nr inputs. Respective feedback factors are quantified identically but with LPX not

simulating respective features (see Tab. 6.2). This requires the full set of coupled as well as “ctrl”
simulations for each setup. Due to non-linearities in the system, the “expansion” with respect to

the full setup (by turning one of each feature off in an individual setup) is preferred over an

expansion w.r.t. the “null”-setup (by turning only one of each feature on). To quantify the

modification by C-N interactions, results from a carbon-only version of LPX are used.

To assess the sensitivity of terrestrial GHG emissions to different drivers and to capture the
effects of the range of climate projections in different CMIP5 models, we use LPX in an offline
mode (see Fig. 6.1) and only evaluate emissions (Fig. 3 in the main article).
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Table 6.1: Couplings overview. Columns ACOz and AT indicate which drivers are communicated to the land
model LPX. Columns cCO2, cCHy4, cN20, and A« indicate whether variations in the respective forcing agent
affect the climate module in Bern3D (v') or if the climate module responds to variations in respective agents
prescribed from the control run (“ctrl”).

name AT ACOy ¢COy cCHy c¢cNoO A«
control:

ctrl 0 0 v v v v
fully coupled:

CT 1 1 v v v v
cCOs-land coupled:

C 0 1 v v v v
climate-land coupled:

T 1 0 v v v v
fully coupled - single agent:

CT-ACO+ 1 1 v ctrl ctrl ctrl
CT-ACHy4 1 1 ctrl v ctrl ctrl
CT-AN5O 1 1 ctrl ctrl v ctrl
CT-A« 1 1 ctrl ctrl ctrl v
fully coupled - CO;y/albedo only:

CT-ACOs-Aa 1 1 v ctrl ctrl v

6.2.3 Supplementary results

Terrestrial C balance

Changes in terrestrial C storage (AC) as illustrated in Fig. 6.5 are the result of external forcings
(land use change, Nr) and the impact of changes in climate and ¢COg. At high northern latitudes,
temperature increase acts to relieve the limitation of plant growth by temperature and low
nutrient availability and leads increased C storage, while at lower latitudes, warmer temperatures
generally reduce soil C storage by enhancing soil C decomposition. The C balance of forest biomes
(boreal and tropical) is sensibly affected by vegetation dynamics responding to water stress,
exceedance of bioclimatic limits, etc. and exhibits abrupt transitions (collapse of vegetation)
leading to a sharp decline in primary productivity and C storage.

Equilibrium climate sensitivity

Climate sensitivity is conventionally defined as the temperature response to a doubling of cCOs,
thus not involving slowly adjusting biogeochemical feedbacks (Knutti & Hegerl, 2008). Here,
we assess climate sensitivity to a sustained radiative forcing of 3.7 Wm™2, corresponding to a
nominal doubling of preindustrial CO; levels. Note that the climate sensitivity is inversely
proportional to the sum of all feedbacks 1/(Ag + Alanq). Bern3D is tuned to yield a conventionally
defined sensitivity of ~2.9°C. We assess results for (i) a simulation with interactive land
biosphere and all feedbacks operating (setup like “CT-LuDyNrPt”) (ii) a simulation with
interactive land biosphere where only feedbacks from albedo and terrestrial C storage are
operating (setup like “CT-ACO2-Aa*) and (%ii) a simulation without land-climate interactions
(simulation setup like “ctrl-LuDyNrPt”, Tab. 6.1, see Fig. 6.6). The coupled Bern3D-LPX
model is run for 2000 simulation years. All boundary conditions (Nr inputs, land use, initial
atmospheric COa, initial climatology) are set to preindustrial values. We chose to compare the
fully coupled simulation “CT-LuDyNrPt*“ with “CT-ACO2-Aa” because the latter represents a
setup commonly represented by latest-generation Earth system models (e.g., CMIP5 models).

In our simulations, feedbacks from terrestrial C storage and albedo amplify the equilibrium
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Figure 6.5: ACo, change in total (vegetation, litter, soil) terrestrial C storage [¢C m™2], 2100-2000 AD, in
RCP8.5, from offline simulation “CT”, and based on different CMIP5 climates. Differences are taken from the
means of the years 2006 to 2011 AD and 2095 to 2100 AD. Brown colors represent C release from the terrestrial
biosphere.

temperature increase by 0.4-0.5°C, while the combination of all simulated land-climate
interactions finally results in 3.4-3.5°C warming, 0.6-0.7°C (or 22-27%) above the 2.8°C
warming when only non-land climate feedbacks are operating (see Fig. 6.6).

Values for Ajang reported here are somewhat higher than derived from the RCP&.5 simulations
as presented in the article. Differences are likely linked to total C in the system. In RCP8&.5
fossil fuel combustion adds C and stimulates C storage on land, acting as a negative feedback.
Applying present-day boundary conditions would enhance the positive feedback from NoO due to
higher Nr loads in soils. Assumptions regarding the state of land use used for the equilibrium
assessment further influence results. This scenario-dependence of any feedback quantification
may be interpreted as favouring the use of scenarios with consistent future developments in land
use and emissions of GHGs and other forcing agents.

Attribution of feedbacks to scenario background and model setup

In order to deduce the scenario-dependency of the feedback factors, all simulations listed in Tab.
6.1 have been repeated using the RCP2.6 scenario as a background (instead of RCP8.5). RCP2.6
being a low scenario in terms of temperature and COs, the resulting RF-feedback from the land
biosphere is also much smaller than under the RCP8.5 background (see Fig. 6.7). But as the
feedback factors are normalized to global mean AT, these effects almost cancel out except
for the non-linearity in the climate-land interactions. As shown in the left column of Fig. 6.8,
feedback factors in the T-coupled setup are very similar to the corresponding feedback factors in
the RCP8.5 setup (Fig. 5 in the main article). The most striking difference is the sustained
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Figure 6.6: (a) Global mean temperature increase in response to a radiative forcing of 3.7Wm™2. The black
curve represents the “ctrl” simulation, where no feedbacks from land are accounted for. The dotted black curve
represents the temperature change in response to a doubling of atmospheric cCO2, the “conventionally defined”
climate sensitivity as referred to in the main article. The blue range represents a setup where only terrestrial
feedbacks from AC and albedo are accounted for. The red range represents a setup where also eN2O and eCHy4 are
operating (see also Tab. 6.1). The difference between the red and blue range is due to effects from terrestrial
eN2O and eCHy4. The range of temperature response arises from the sensitivity to different climate change
patterns. Abrupt temperature changes (e.g., “ctrl” in simulation year 1100) are due to abrupt transitions in
ocean convection and associated temperature mixing. (b) Total land-climate feedback factor (Ajana) with colors
representing the same setups as in the upper panel. All external forcings of the land (land use, Nr) and initial
state (cCO2) are preindustrial conditions.
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negative feedback of COs in RCP2.6 up to 2300 AD, making the total land-feedback smaller.

We also quantify the modification of feedbacks by the individual effects of C-N interactions,
peatland C dynamics, anthropogenic land use change and Nr inputs. Respective feedback factors
are quantified identically but with LPX not simulating respective features (see Tab. 6.2). This
requires the full set of coupled as well as “ctr]” simulations for each setup. Due to non-linearities
in the system, the “expansion” with respect to the full setup (by turning one of each feature
off in an individual setup) is preferred over an expansion w.r.t. the “null-"setup (by turning
only one of each feature on). To quantify the modification by C-N interactions, results from a
carbon-only version of LPX are used.

name LU DyN Ngep Niot peat
LuDyNrPt 1 1 1 1 1
LuDyNr 1 1 1 1 0
LuDyNPt 1 1 0 0 1
LuPt 1 0 0 0 1
DyNrPt 0 1 1 1 1

Table 6.2: Features overview. Model features, variably turned on (“1”) and off (“0”) are: anthropogenic land use
change (LU), interactive carbon-nitrogen cycling (DyN), N-deposition (Ngep), N-fertilization (Nert), and C-N
dynamics/CH4 emissions on peatlands (peat). For the model setup with DyN turned off, the carbon-only version
of LPX was used.

The results of these simulations are shown in the right column of Fig. 6.8, where feedback factors
are shown for the different setups. We find that differences in the model setup generally overlap
within the range of uncertainty, which gives some confidence in the results: feedback factors do
obviously not sensitively depend on a certain model component.
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Figure 6.7: Additional radiative forcing due the higher NoO (a), CH4 (b), CO2 (c), and albedo (d) in the fully
coupled simulation compared to the ctrl simulation both for the RCP2.6 (blue) and RCP8.5 scenarios (red). ARF
is caused by terrestrial feedbacks. Note that changes in cCH4concentrations affect stratospheric cH20O and cOs
and hence invoke an indirect radiative forcing. Resulting radiative forcings are included in RF(CHy). The sum
ARF(N2O+CHy) is presented in Fig. 4 in the main article (bottom left).
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Figure 6.8:

Left: feedbacks factors evaluated from RCP2.6. (a) Feedback factors in climate-land coupled simulations 7. (b)
Feedback factors in ¢cCOz-land coupled simulations r<. (¢) Feedback factors in fully coupled simulations reT,
with i = CO2,N20, CHy, albedo. Rectangles represents minimum (left edge), maximum (right edge), and mean
(middle line) of values derived from simulations with different climate change anomaly patterns from the five
CMIP5 models applied. The feedbacks are quantified at three time periods: present (mean of 2000-2010 AD), 2100
(mean of 2095-2105), and 2300 (mean of 2290-2300).

Right: feedback factors T (d), 7€ (e), r“T (f) evaluated by model features. Feedback factors represent the

combined feedbacks from all forcing agents (eCO2, eN2O, eCHy, and albedo).
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Chapter 7

Outlook

The modeling work presented in this study can be continued and improved in several ways. With
the recently updated ocean model, some of the published experiments should be repeated, e.g.
LGM simulations. Especially experiments focusing on the response of the Southern Ocean are
worthwhile to conduct (e.g. deglaciation), as the high-latitude regions are now considerably
better resolved in the model. In addition, as the coupled Bern3D-LPJ is now capable to simulate
the three major greenhouse gases CO2, NoO and CHy (Spahni et al., 2011; Stocker et al., 2013),
more sensitivity experiments should be performed.

A similar experiment as performed by Goldstein et al. (2003) has been set up with the newest
version of the Bern3D-LPJ: an attempt to model a Younger-Dryas type abrupt climate event.
Figure 7.1 shows a promising (preliminary) result at the example of the NoO response during
such an freshwater experiment. These simulations were performed using the updated version of
the Bern3D ocean component.
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Figure 7.1: Left: response of the meridional overturning circulation to the ~1000yr lasting freshwater
perturbation in the North Atlantic and as a result, a strong cooling over Greenland. The atmospheric drop
in N2O concentration of ~20-25 ppb is a result of the combined ocean and land response. *'Pa/?**°Th data
are from McManus et al. (2004), Greenland temperature from Kindler et al. (2013) and N2O from Schilt et al.
(2010). Right: a snapshot of oceanic and terrestrial NoO emission anomalies taken at year 500 (note the different
colorscales).
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The simulation of multiple GHGs (and their isotopes) could also be performed in a transient way,
e.g. over one or multiple glacial cycles. Peatland and permafrost dynamics should be included in
such simulation, as they have so far only been studied with the land-only component (Spahni
et al., 2013). Currently, the development of a dynamic peatland module is ongoing: instead of
prescribed present-day peatland areas, the model dynamically calculates the wetland extent
according to topography, climate and runoff. In analogue, circulation proxies such as 53C, A1C,
231Pa/230Th and exq (Rempfer et al., 2011) should be used in the future in order to constrain
the modeled ocean dynamics to available paleo-records.

With such multi-proxy approaches, the number of constraints increases, but also the number
of degrees of freedom. I therefore see the need for data-assimilation methods applicable for
transient simulations. The idea behind this is as follows: given a set of temporally and spatially
sparse proxy-data, e.g. from ice and sediment cores, the model’s forcings (and responses) that
fits best has to be determined. This could be realized in a particle-filter approach (Dubinkina &
Goosse, 2013), or by an inverse modeling technique as applied by Heinze & Hasselmann (1993).
The first approach seems problematic, as it already assumes the processes and feedbacks resolved
by the model are (potentially) sufficient to explain the observed data. In addition, the internal
variability in the Bern3D is rather small due to the prescribed atmospheric dynamics, therefore
small perturbation would not lead to a significantly different evolution of the model.

The second approach allows to include a set of (partially) unknown forcings (and parametrizations
of feedbacks), such as freshwater inputs, changes in the marine biology, ocean stratification
changes etc. The solution, that is the best fitting combination of forcings, could either be found
by running the model in a probabilistic mode (Steinacher et al., 2013), e.g. minimizing the
model-data mismatch every 1kyr. Alternatively, impulse response functions for all forcings could
be calculated with the full model and subsequently the best solution determined using the
linearized response and mathematical minimization techniques.

But first, the Bern3D ocean component needs some major improvement in order to be able to
simulate the glacial carbon cycle. Here I see two main issues: firstly, the biogeochemistry module
is too simple. For example the remineralization and redissolution profiles are prescribed and as
a consequence, they do not respond to changes of local seawater temperature and chemistry.
Secondly, the physical component shows a relatively high numerical diffusion, linked to the
coarse vertical resolution on the deep ocean. This is probably one of the causes why glacial ocean
gradients of salt, carbon and A™C are not steep enough, and therefore the ocean stratification is
too weak in order to reproduce glacial COy and AC levels.

In terms of M C production rate reconstructions, the next step would be to invoke 3-D atmosphere
models in order to resolve the spatial distribution and transport of C (and/or 1°Be) within
the atmosphere. In this case, also short-term A'C variations as reconstructed from tree-rings
(Miyake et al., 2012, 2013) could be related to changes in solar activity or changes in the GCR
influx. But reconstructions further back in time (i.e. pre-Holocene) seem not feasible so far, as
reconstructions of past A" C and geomagnetic field strength are too uncertain. In addition, the
carbon cycle state is less constrained before the relatively stable Holocene.
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Appendix A

Structure of the Bern3D-LPJ code

Figure A.1 shows the structure of subroutine calls in the fully coupled atmosphere-ocean-sediment-
landbiosphere setup of the Bern3D model (as of ~2012). The main part of the code, i.e. the loop
over timesteps, is highlighted in red. The subroutine names are given in blue, while in black a
short description of the subroutine is given. Note that not all diagnostic routines are listed in Fig.
A.1 but indicated in green.
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STRUCTURE OF THE BERN3D-LPJ CODE

program bern3d

T call gseto
-sets up geometry
-sets wind-stress

call diag2init, atmdiag2init, bgcdiag2init

bgcinit, sedinit, terinit, atminit....etc
-initializations

call netcdf_input or inm, terinm, bgcinm, atnmim
-reading of neetcdf or ascii restart fields

call atmoutmdiag

-output of diagn. mbc fluxes

call netcdf_output

call readoscwindstress
- reads dzutav, dzvtav, dzudau, dzvtau
from netcd-file

‘call readtserieinput
-reads and interpolates forcings
specified in the parameter-file

call tserieinput

initialization of diagnostic

call ubarsolv
-calculates barotropic
velocity on c-grid

call islands
-calculatespath-integral
around islands

call matinv
-solves some linear equations

call wind
-sets windstress forcing for
barotropic streamfunction

loop over timesteps

call jbar
-calculates JEBAR-forcing in
streamfunction calculation

call ubarsolv
-calculates barotropic
velocity on c-grid

call islands
-calculatespath-integral
around islands

call 1p]
vegetaton model us caled n
uncouped mode

call Ipj
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coateccen to smostere

call bgcsetatm
-prescribes atmospheric values
it if specified

call bgcsurface
-reads ts1(1,ij,kmax) and writes into
own bgc variables

call bgccarbchem
~calculated carbonate chemistry
for kmax and kmax-1, needed for
gas exchange

call bgccalcfracl3c
~calculates 13C fractionation factors
and updates 13C-bgc variables (for
gas exchange) <l bacinsol
call bgcproduction cacustes nsciaton when ot using
-calculates new production (bgcsrcvnew) et coae
opal (bgcsrvop) and calcite (bgcsrcvea)
production
~calculates DOM source and POM particle
fluxes (bgcfid-)
call bgcremineralisation
~calculates bgc sink and source terms
due to remineralisation/decay
~reads particle fluxes at bottom needed
for sediment module (bgcsed~)
call bgcdomdecay
call bgcfechem
call bgcfescav

call bgcsetatm

~prescribes atmospheric values

if tracer is not prognostic
call bcgealcsol

-solubilities of tracers that are suspect

t0 AO gas-exchange are calculated
call bgccalcsc

~calculates schmidtnumber
call bgcflux

-AO gasexchange s calculated

~SMS variables are summed-up for

the bgc-tracers (bacsrc(ij k) and
given to tssrce(liik) (needed in tstivpo)

call bgctstep

call coshuffle
~shuffling convections is.

call tstivpo performed
-calculates advection call co
-mixing convections is

and diffusion
-applies oceanic source
and sink terms

-applies surface fw
corrections

call atmtstepz/
-diagnoses salt
fluxes only for MBC

performed

call atmdiagsflux

call sed_dta
ress S oros L)
reods rin-ates e
call sed_chem
e et coans

callsed dor
ety o ssoon
o pece e

call sed_adv
et avecton snd s

call day
calculates calendar date
from ocean timestep

call sedtimestep call sed_stp
call sed_btb
call stp_ctl o o
-prints some numbers
to STDOUT

call sed_dec

call sed_co3

call sedweainput
-applies weathering
input to ts1(l,i,j,kmax)
and ts=ts1

call sed_mbc
moss Baance cocuiaton

call sed_sfc

ries reso ofsediment st
Back o ocean L K1) and 51

Vdiagnostic routines

end loop over timesteps
yclean up stuff (diagfinal etc)

end program bern3d

loop over gridcells

call initio
~assign input/output fles
cal getgrid nit
o s ssocated thude nd onghue
cal sol\parame{
7 Obtain sl parameters
call pftparameters
 Obtain plant functional type parameters
call meta_lpj
ssign input/output files
call read_restart
call write_restart(year)
call getclimate.fields(year realyear.pc_t)
loads climate fields (CRU.HadCM3, NCAR)
call read_landuse_map(realyear)
-~ loads e.9. Hyde3 datasets

Teall getclimate(jpngr)

- Read climate information for current gridcell
call initgrid(jpngr)
- Initialize pools and define variables for current gridcell
call temp2daily(mtemp,mtemp_old(nmonth,jpngr)
 inear interpolation between montfl temperature
call prdaily(mprec,dprec)
Daily precip calculation using randon distribution of wetdays per month
call daily(msun,dsun, false
- Calculate fractional sun shine peri
call petpar(year,mdayLj iprr realyear)
call daily(mpet,dpet
Lot m ot datya Dho\usymlhen:aﬂy sctive radiation fox.
daylength and daily potential evapotranspirat
call snow(jpngr.initcell year)
st daily precipitation by snowmelt and accumulation in snowpack
call summerphenology(jpngr)
Calculate summergreen phenology
call climate20(year jpngr)
(culation of 20-year average climate variables
call iociim(jpngn)
- Implement PFT bioclimatic limits
call onversion(ipngr.yean)

call gpp(co2,mdayl,jpngr.initcell, f20yr)
- Calculation of GPP and soil water balance
call soiltemp(jpngr)
~ Calculation of mid-month soil temperatures
call calcalbedo(jpngr)
Iculation of surface albedo
call npp(jpngr.year)
- Calculation of autotrophic respiration and NPP
call reprodu
- Allocation to reprodction
call turnover(jpngr)
- Calculation of leaf, sapwood, and fine-root turmover
call littersom(year,jpngr)
assign inputioutput files
call kill(pft jpngr)
Killplants
call allocation(jpngr.year)
Allocate biomass increase
call light(jpngr.year)
- Implement liht competition between trees and grasses
call mortality(jpngr.year)
- Implement light competition and backaround mortality among tree PFTs
callfire(jpngr.year)
Calculation of biomass destruction by fire disturbance
call establishment(jpngr.co2.year)
“Establishment of new individuals (saplings) of woody PFTs,
moval of PFTS not adapted
update of individual structure and FPC.
calllightijpngr.yea
‘Another light competition after establishment
call consume(jpnar)

call kill(pft,jpngr)
call decay(jpngr)
- floodinglicecover
call outannual(year,mdayl,jpngr)
- calculate glabal total of output variables

~call albedo_bern3d(albedo_b3d)

- Get albeds for coupling to Ber
call write_outannual(realyear,gnpp,gres,gc14decay.gd13c)
- Gather global data and write ascii output
call addannual_cdf(year)
Sum up data for cdf output
call open_cdf
call write_cdf(year,realyear)

Figure A.1: Flowchart of Bern3D-LPJ subroutine calls for revision numbers r1948 (Bern3D) and r1701 (LPJ).



Appendix B

Bern3D grid overview

The grid of the 41x40 version of the ocean component is depicted in Fig. B.1. The colorcode
indicates the bathymetry (blue=shallow, red=deep). The index of the depth-level of each water
column is labeled within each box. Note that the indices of the vertical axis are flipped in the
output (Koutput) w.I.t. the source code (kcode). The horizontal tracer-grid (t-grid) is shown, given
by the indices i (longitude) and j (latitude). The indices and coordinates of the velocity-grid
(u-grid) is labeled by numbers only.
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Appendix C

An attempt to optimize the
fundamental ocean parameters

For the new model in the 41 x40 setup, the ocean parameters have been set to their original values
(i.e. the values from the 36x36 setup) except for an ad-hoc doubling of the diapycnal diffusivity.
Applying these, the parameters of the EBM were adjusted by “bare eye”, i.e. comparing to
observations without applying a quantitative metric by S. Ritz. To test whether a better set
of ocean parameters can be found, 7 key parameters were varied in a probabilistic approach:
isopycnal diffusivity (kr), diapycnal diffusivity (kp), Gent-McWilliams diffusivity (x), windstress
scaling (o), gas-exchange scaling (k55 ), inverse minimum drag (A) and Southern Ocean
freshwater removal (fwso). The standard values of these parameters are listed in the first row of
Tab. C.1. One thousand parameter sets were generated using Latin Hypercube sampling on

truncated normal distributions.

Each model was then spun up under 1765 AD conditions and a subsequent transient simulations
until 2000 AD including the tracers T', S, DIC, DIC-14 and CFC-11 and prescribing the
atmospheric boundary conditions. The model results were then compared to observational
gridded datasets for temperature and salinity (WOA09) and bottle data for AC and CFC-11
(GLODAP) which were remapped on the Bern3D grid using area-weighted regridding. The total
model-data bias is further expressed by a normalized root-mean-squared error (nRMSE):

1/2
1 (model-obs)?
WRMSE= 3 ( -y (modekobyT) (1)
constrains #OCG&H cells ocean cells Tobs
where agbs is used to normalize the different variables having totally different absolute values

(and therefore biases). The binned nRMSE is shown in Fig. C.1 as a function of parameter values,
the red vertical line indicating the standard parameter set. In general, kp and a are the most
relevant parameters determine the circulation while k:sgfsle largely determines the radiocarbon
inventories. Due to the strong interdependencies of the parameters (e.g. kp and «), it is not
possible to deduce an optimal parameter set from this statistics alone (this would only be
possible if the parameters were completely independent). But it can already be seen here that

the standard parameter set performs relatively well.

In a subsequent step, the 5 best performing ensemble members were picked and spun-up again
with the full biogeochemistry and sediment modules. Note that the above defined metric is a
common but somewhat arbitrary choice. In the following, the best 5 members were deduced by
calculating the average rank of all 4 constraints as listed in Tab. C.1. In contrast to the nRMSE,
the normalization issue is completely obsolete as all constraints are weighted equally. This metric
also ensures that these 5 model do perform well in fulfilling all constraints. The Taylor diagram
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Figure C.1: Normalized RMSE for the different parameter combining the 4 constraint temperature, salinity,
radiocarbon and CFC-11. The red line indicates the standard parameter set.

parameter kp (m®/s) ki (m?/s) w (m®/s) a(-) k55 (-) A (days) fwso (Sv)

model | average rank

STD - 2.00e-05 1.00e+03  2.00e4+03 2.00 0.810 2.00 0.0700
1st 21 3.28e-05 1.64e4+03  2.37e4+03 1.85 1.02 1.63 0.0705
2nd 47 2.36e-05 1.46e+03  2.75e+03 1.84 1.13 2.04 0.104

3rd 61 1.76e-05 1.70e+03  2.41e4+03 2.28 0.842 2.04 0.0766
4th 64 3.20e-05 1.67e4+03  2.25e4+03 1.77 0.880 2.00 0.0691
5th 66 2.20e-05 1.56e4+-03  2.28e403 2.15 0.822 2.07 0.0608

Table C.1: Standard model parameters and 5 best performing models from the 1000 ensemble members.
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Figure C.2: Taylor-diagram showing normalized standard deviation and correlation for the standard run and 5
of the best performing ensemble members. Global tracer fields were used to generate the statistics where tracer
concentrations where weighted by gridbox volumes.

shown in Fig. C.2 summarizes the performance. In addition to the observational constraints,
uptake rates of anthropogenic COq, meridional heat transport and equatorial upwelling (nutrient
trapping) were studied and the standard model performed well. Obviously, the standard model is
hard to beat given the structural limitations of the model. As a consequence, the standard ocean
parameters as listed in Tab. C.1 were kept for the new model as we could not find a solid reason
to change them.

The final changes in parameters (w.r.t. Ritz et al., 2011) for the ocean and EBM modules are
listed in Tab. 2.3 in the main text.
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Appendix D

Deepwater formation in the new
Bern3D ocean component

Regions of deepwater formation, that is the locations where surface water sink to the deep
ocean, are of great importance as they largely control the atmosphere-ocean partitioning of
tracers as they control their deep ocean storage. Tracers such as e.g. temperature and noble
gases are conserved once they leave the atmosphere-ocean interface. Therefore, deep ocean
temperatures are defined by the temperature of some few specific surface gridcells, especially in
a coarse-resolution model such as the Bern3D.

Unfortunately, the standard model diagnostics (vertical velocity, number and depth of convection
events) do not allow direct insight which cells contribute most to the formation of deepwater. To
overcome this problem, a sophisticated experiment was set up: for every surface ocean cell (i’,j’),
the following dye-tracer experiment was performed:

br-dye(i.f) =0 0 otherwise (D-1)

restoring 1 if i=i" and j=j’
7=30d {

In (other) words: at one surface grid cell (i’,j’), the dye tracer is restored towards 1, while in all

other surface grid cells, the tracer is restored to 0. In the ocean interior, the dye tracers behaves

like a passive tracers and is only subject to advection, convection and diffusion , i.e. without any

sources or sinks.

Each of the 1159 simulations was then equilibrated for 3000 yr using this boundary condition.
Note that the ocean is not completely equilibrated after this integration time, but the errors are
supposedly small regarding the computation cost of some thousand years. Note that the choice
of a restoring timescale of 30 days is arbitrary. The whole ocean tracer inventory below 1000 m is
then calculated for every surface gridcell. The result of this exercise if summarized in Fig. D.1a.
The same procedure is repeated but integrating the Atlantic and Pacific ocean alone (Figs.
D.1b-c).

Globally, 50% of the global ocean interior is filled by 26 cells (7 cells fill 20%), most pronounced
in the North Atlantic and in the Southern Ocean along Antarctica. Especially the gridcells
in the Southern Ocean are prone to sea-ice cover, some of them even year-round. This has
implications both for the solubility of gases which sink partially undersaturated in these regions
as well as for nutrients which are not utilized under the ice and sink to the deep as preformed
nutrients. This fact is also of interest when using noble-gas ratios as proxy for the mean ocean
temperature: the sea-ice cover decouples the noble-gas from the temperature signals as discussed
in e.g. Ritz et al. (2011b).
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The Atlantic ocean is primarily filled by northern sourced NADW. The southern-sourced water
makes only a small fraction as the AABW is comparably weak (2 Sv) in the Bern3D. Most of the
Pacific interior originates from the Southern Ocean deepwater formation regions, with a minor
contribution from NADW transported by the ACC to the east.
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Figure D.1: Visualization of the 1159 individual dye-tracer experiments. The color-code indicates the volume of
the ocean deeper than 1000 m filled by that certain surface cell. Note the strongly nonlinear color mapping. 50% of

the global ocean interior is filled by only 26 cells.



Appendix E

The impulse response
intercomparison project: the
experimental protocol

In the following section the experimental protocol distributed among to groups is shown. Note
that this is a slightly re-formatted version of the original protocol. The original protocol including
the tabulated values for the COs forcing can be found in the (online) supplementary material to
Joos et al. (2013) and under http://www.climate.unibe.ch/~joos/IRF_Intercomparison/
protocol.html.

The experimental protocol (V1.1)

Global warming potentials (GWP) of different gases are used as a metric to compare emissions
of various greenhouse gases in the Kyoto Basket approach. The response in atmospheric CO5 to
an instantaneous release of carbon into the atmosphere, the atmospheric CO5 impulse response
function (IRF), is used for the computation of global warming potentials (GWP) and global
temperature change potential (GTP, Shine et al., 2005). The goal of this exercise is to determine
the atmospheric CO2 impulse response function (IRF) by a suite of carbon-cycle climate models
to explore model-model differences. Results will be written up for publication in a peer-reviewed
journal in spring 2012 (IPCC AR5 WG1 deadline is summer 2012) in order to be available for
calculations of GWPs in IPCC ARS5. The results will also be useful for metrics and simplified
climate models in other contexts.

Model requirements

The model must be able to compute the redistribution of anthropogenic carbon among the
principal carbon reservoirs atmosphere, land biosphere, and ocean. Further compartments
such as ocean sediments may also be included. Preferentially, the model simulates changes in
climate in response to COq radiative forcing and includes a representation of the relevant carbon
cycle-climate feedbacks.

Model runs: overview

The scenario setup is inspired by the calculation of the IRF function as done for the Second
Assessment Report (SAR) and as used in the Kyoto GWP with the Bern SAR model version
and as repeated in preparation of the Fourth Assessment. The setup relies on that described in
Enting, Wigley, Heimann, CSIRO Division of Atmospheric Research. Technical Paper No 31,
1994:

Three simulations are performed:
(a) The model is forced with historical concentration up to a reference year (here tref=2010) and
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then concentration are kept fixed thereafter at a constant value (here CO2,ref=389 ppm). The
allowed emission are calculated from the change in total inventory (prescribed atmospheric
change plus modeled ocean and terrestrial uptake)

(b) A simulation with prescribed emissions from (a) (or concentration prescribed up to the
reference year and emissions prescribed thereafter)

(c) same as (b) but an impulse of carbon, here of 100 Gt C, added instantaneously to the
atmosphere five years after the reference year (here in 2015).

The normalized IRF is then approximately:

IRF(t=tmodel-2015.0) = (CO2 (tmodel)-COq,ref) /(100 Gt C/2.123Gt C/ppm) for tmodel > 2015

Model runs: detailed description
A) CO2 background concentration of 389 ppm

1. PresC0O2_389ppm: The simulation starts from preindustrial conditions. Atmospheric
COg is prescribed and compatible emissions (=change in all carbon reservoirs) diagnosed.
Atmospheric CO, is prescribed to follow the historical evolution up to year 2010. After
2010, the concentration is kept fixed at the value of 389.0 ppm. The diagnosed emissions
should be written frequently (at least annually); these will be used to drive the model
in run 2 and 3. An input file with the historical concentrations is provided (file name:
co2ccn_irf_850.2010_v1.0.dat). A restart file may be written in 2010 to start simulation
2 and 3 in 2010.

2. PresEmiss_389ppm: run 2 may either start in 2010 as a continuation of run 1 or at the
same preindustrial initial conditions used in run 1. Atmospheric COs is evolving freely.
Diagnosed emissions from run PresC0O2_389ppm are used to force the model. (Expected
result: the computed CO, evolution should be close to the evolution prescribed in run
PresC02_389ppm, see Fig. E.1).

3. PresEmiss100_-389ppm: Atmospheric COs is evolving freely. Diagnosed emissions from run
PresC0O2_389ppm are used to force the model as in run PresEmiss_389ppm. In addition,
100 Gt C are released at the beginning of year 2015. (Expected results: Atmospheric COq
will increase by 47.1032 ppm above the background concentration ( 389 ppm) in 2015 and
then slowly decline over the coming decades, see Fig. E.1)

Remarks:

—It is crucial that the carbon pulse will be added to a constant background concentration of
389 ppm for comparability (roughly 2010 value).

~Run 1 (PresC0O2_389ppm): An existing run or setup from the CMIP or EMIC Intercomparison
projects may be used up to a concentration of 389 ppm.

—Run 3 (PresEmiss100_389ppm): The atmospheric COy concentration should be increased at
the beginning of year 2015 by 47.1032 ppm (100 Gt C/2.123 Gt C/ppm) in all atmospheric
grid cells.

—Non-COs forcing agents should be included to the extent possible. Non-CO2 forcing should
be kept constant at 2010 level after 2010 (or at the year at which 389 ppm COg is reached).

—Land use and land use changes should be included to the extent possible. Land use area
should be kept constant at 2010 level after 2010.
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Figure E.1: Simulated evolution of atmospheric COx for runs 2 and 3 (PresEmiss_389ppm PresEmiss100_389ppm).
100 Gt C are instantaneously released at the beginning of year 2015 in simulations PresEmiss100_389ppm (red) in
addition to the emissions prescribed in run PresEmiss_389ppm (black). Prescribed emissions were diagnosed from
a run in which atmospheric CO2 was prescribed to follow the observed evolution until 2010 and kept constant at
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Figure E.2: CO; impulse response function (IRFco,) as obtained from the difference of the runs shown in Fig
E.1. The IRF is normalized by the size of the pulse input. Time is shifted such that year 0 corresponds to the time
when the pulse of 100 Gt C was released into the atmosphere.
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Figure E.3: Differences in Impulse Response Function computed with the Bern3D-LPX model for different
model setups. Top: Results from simulations with and without anthropogenic land use. Middle: Results from
simulations with and without non-CO2 forcings. Bottom: Release of pulse emissions at the beginning of the year
versus a release of 100 Gt C over one year. Note that the Bern3D-LPX model considers COz to be well mixed in
the atmosphere. Thus differences in IRF may be larger for models that feature atmospheric carbon transport.
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—If CPU time is an issue and if a group is sure that CO9 remains at a constant value with
the emissions diagnosed in run#1, run#2 may be skipped. This may only apply to ESMs
and it is strongly recommended to perform run #2 to avoid problems with model drift.

B) Preindustrial Set

Runs 4 to 5 start from preindustrial conditions

5. CTRL: Control simulation with constant boundary conditions and freely evolving atm. COq

6. PI100: Freely evolving atm. CO4. 100 Gt C are released into the atmosphere during year
10 of the control simulation and then continued. (Expected result: atm COz will increase
from the preindustrial value of around 280 ppm by about 45 ppm to 325 ppm in year 10.
Afterwards, the CO2 concentration will then decrease due to uptake by the ocean and the
land biosphere).

7. PI5000: as PI100, but 5000 Gt C are released instead of 100 Gt C

Remark: an available control simulation may be used to minimize work

Resulting IRF
We will use your results to compute impulse response functions for CO5 and other variables:

a) IRF_100GtC_389ppm: The difference in atm. COz of run PresEmiss100-389ppm and
PresEmiss_389ppm divided by the pulse size of 47 ppm will yield the (normalized) IRF for
a background concentration of 389 ppm and a pulse size of 100 Gt C (see Fig. E.2)

b) IRF_100GtC_PI: The difference in atm. COs9 of run PI100 and CTRL will yield the IRF
for preindustrial background conditions and a pulse size of 100 Gt C

c¢) IRF_5000GtC_PI: The difference in atm. COg2 of run PI5000 and CTRL will yield the IRF
for preindustrial background conditions and a pulse size of 5000 Gt C

Duration of runs

Preferentially, simulations are run for 2000 years after the pulse release until a complete
equilibrium between atmosphere-ocean-land biosphere is re-established. If this is not feasible,
runs of shorter duration are also welcome. Usually models are close to equilibrium after 1000
years. Global Warming Potentials for which the IRFs will be used were tabulated in past IPCC
reports for 500, 100, and 20 years. A time horizon of 100 years is used in the Kyoto protocol.

A minimum of 100 years after the pulse release is requested.

Models that include ocean sediments and/or weathering and that are cost-efficient enough may
also be run over many millennia (e.g. 100 ka).

Priority of runs
The top priority is to get results needed to compute the IRF for a background concentration of
389 ppm (IRF_100Gt C _389ppm). For this, runs 1, 2, and 3 are required.

Alternative: If computing requirements are too high for run 1 to 3, please provide at least results
for runs 4 and 5 (PI100, CTRL).

Conversion factor Gt C to ppm
Please use a conversion factor of 2.123 Gt C per ppm
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Preindustrial condition

It is up to the researcher to define the exact preindustrial state and the exact evolution how to
reach the 2010 atmospheric COs value of 389 ppm. However, model runs should start before
1900 AD and concentration should be kept fixed at a value of 389 ppm a few years before and
during the pulse release. The idea is that the carbon pulse is added for the same background
concentration of 389 ppm in all models.

Other forcings

Non-CO2 forcings and land use are preferentially included in run 1 to 3; keep non-CO2 forcing
and land use area constant after 2010 at the level of year 2010. A suitable set of forcing is provided
by the EMIC Intercomparison Project (http://climate.uvic.ca/EMICARS/forcing).

Output
ASCII files with global mean values, provide at least 5 significant digits for each run.

a) File name: RUNNAME _MODELNAME Modelversion_startyear_endyear.dat, e.g.
“PresC02_2010_Bern3D--LPX_v1.0_1750_4015.dat” for run 1 with the Bern3D-LPX model,
version 1.0 and simulation starting at 1750 AD and ending at 4015

b) Header:
- start each comment line with: #
- indicate run name
- provide contact address
- indicate model name and version and model components included
- indicate climate sensitivity of model
- conversion factor used to convert Gt C into ppm and/or pulse size in ppm
- description of non-CO2 forcing applied
- indicate whether tabulated data show annual averages or instantaneous values
- column headers with units

c¢) Tabulated data including year, global mean values of atmospheric CO9 in ppm (CO2atm),
global mean net air-to-sea carbon flux in Gt C per year (Fas,net), global mean net air-to-land
carbon flux in Gt C per year (Fab,net), global mean surface temperature in Celsius (T) ,
global mean sea level rise in cm (SLR), ocean heat content in Joule (Heat):

# year C02atm [ppm] Fas,net [GtCyr ' ] Fab,net [GtCyr ' ] T [deg Celsius] SLR[cm] Heatl[J]

A text file in ASCII describing the model, model resolution, model components, climate sensitivity,
and appropriate references. File name: MODELNAME Modelversion description.txt. Include
contact address. It is assumed that groups will store more output individually than just the few
global numbers that we ask for as output. It is anticipated that the runs may be very useful to
diagnose response patterns for a wide range of variables. In additions to IRFs for CO2, temp,
and sea level, one may also want to analyze pH, precip, etc.

Deadlines
Please let us know by 15 December 2011 whether you plan to contribute and submit the runs
until 15 February 2012 to joos@climate.unibe.ch and roth@climate.unibe.ch
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Fitting of CO-, IRF's

Some additional information is given here how to fit IRFco, as applied in Joos et al. (2013).
The timeseries of the preprocessed and normalized CO4 response have been fitted using Eq.
5.1. To avoid SciPy’s (Jones et al., 2001) minimization routine being stuck in a local optimum
(which in turn depends on the initial guess), a brute-force approach has been applied: The fit
is repeated N times with randomly generated (uniformly distributed) initial guesses within
reasonable limits. Finally, the solution with the smallest squared error is chosen. Note that
this Monte Carlo-type approach is only necessary for 4-5 of the models fitted for Joos et al.
(2013), but despite increased computational cost it is not a problem to apply it by default. A
self-running version of the used Python program is shown in the following. This program repro-
duces the fitting-parameters of the multi-model mean IRF¢o, given in Tab. 5 of Joos et al. (2013):

#!/usr/bin/env python

import matplotlib

import numpy as np

import matplotlib.pyplot as plt
import os

import sys

from math import exp

from scipy.optimize import leastsq

#ignore overflow warnings, happens when error—functions
#get too large

np.seterr (over="’

ignore’)

A LTOCAL FUNCTIONS

def affitfunc(p, x):

the IRF fitting function for CO2, 3 timescales, aO=sum(al4a2+a3)
used by affit (), see below

input: p : array of lenght 7 containing the parameters
Note: p[0],p[1],p[2],p[3] are the a_i’s : i=0..3
p[4] ,p[5] ,p[6] are the tau_-i’s: i=1..3

x : timegrid
95

#copy input array because we change it due to the side—condition below
a = np.zeros (7)

a =p

#side condition: aO+4al+a2+a3=1.0

a[0] = 1.0 — a[l:4].sum()

return a[0] + a[l]*xnp.exp(—x/a[4]) + a[2]*np.exp(—x/a[5]) + a[3]*np.exp(—x/a[6])

def affit(in_time ,in_af ,shake=False):

EEED

the IRF fitting function for CO2, 3 timescales

input: in_time: timegrid
input: in_af : the data to fit

retuns:
x: the optimized parameter set

Note: x[0],x[1],x[2],x[3
x[4] ,x[5] ,x[6] are the tau_-i’s:

] are the a_i’s : i=0..
i=1

w w
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sumsqgerr: sum of squarred error
e

if len(in_-time)!=len(in_af):
raise ValueError(’time and data np.arrays have different dimensions’)

#the function to np.minimize, i.e. the deviation between
#the data and the function to fit
def errfunc(p, x, y):
err=(affitfunc(p, x) — y)
# blow up error function when side—constraints are violated
punish=1.0e2
#supress negative a_i’s
if p[0:4].min()<=0.0:
return errxpunish
#supress extremly small timescales
if p[4:].min()<0.01:
return errsxpunish
else:
return err

#only fit the valid data,

# i.e. np.where the data is non NaN:
start-data=np.min(np.where(np.isfinite (in_-af)))
end_-data=np.max(np.where(np.isfinite (in-af)))
data_fit=in_af [start-data:end_data]
time_fit=in_time[start_data:end_data]

while True:
#initial guess
if shake:
a0 = np.array ([

np.random. uniform (0.0,0.5) , #a0
np.random . uniform (0.0,0.5) , #al
np.random. uniform (0.0,0.5) , #a2
np.random. uniform (0.0,0.5) , #a3
np.random. uniform (100,2000), #tau 1
np.random. uniform (10,200), #tau 2
np.random. uniform (0.01,10)] #tau 3
)
else:
a0=[0.25,0.25,0.25,0.25,1000,100,1]
x,cov_x ,infodict ,mesg,ier=leastsq (errfunc, a0[:],args=(time_fit, data_fit),full_output=True)

sumsqerr=((infodict [ fvec |*%2).sum())

# accept fits with reasonable results ,
#else reject and retry with slighlty different initial guess
if (sumsqerr/len(data_fit))<data_fit.mean():

break

return x,sumsqgerr
def affunc(p, x):
P

the IRF fitting function for CO2, 3 timescales, only used for visualization of the results

input: p : array of lenght 7 containing the parameters
Note: p[0],p[1],p[2],p[3] are the a_-i’s : i=0..3
p[4] ,p[5] ,p[6] are the tau-i : i=1..3

x : timegrid
55

return p[0] + p[l]*np.exp(—x/p[4]) + p[2]*np.exp(—x/p[5]) + p[3]*np.exp(—x/p[6])

HHHHHE A MAIN. PROGRAM

#fit multi model mean CO2 response, results from:
#http://www. climate.unibe.ch/ roth/IRF_Intercomparison/IRF_PD100. zip

CO2_PD100=np. loadtxt ( "IRF.PD100_.SMOOTHED_CO2. dat ’)
#number of years to fit: 1000 yrs
nryears = 1000

#select multi—model mean and slice
time CO2_.PD100[0: nryears ,0]
IRF = CO2_PD100[0:nryears ,17]/100.%x2.123

#number of monte—carlo iterations
nrmonte=500

#fine time grid (only for visualizing the fit—function)
finetime=np.arange (0.0 ,nryears+0.1,0.1)

#initialize arrays
pars =np.zeros ((7,nrmonte))
sumsqgerror =np.zeros (nrmonte)

#now do the monte—carlo fitting:
for monte in range(nrmonte):
pars [: ,monte] ,sumsqerror [monte]=affit (time ,IRF,shake=True)

#pick the best fit, i.e. the one with the lowest sum of squared errors
best=np.where(sumsqgerror==np.nanmin (sumsqerror ))[0][0]
opt=pars [:, best]
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# only carry on a certain number of significant digits
# such that plots and errors are consistent
# with tabulated numbers, use 4 significant digits
opt_trunc=np.zeros ((len(opt)))
for i in range(len(opt)):

opt-trunc[i]=float (" %.4g” %opt[i])

#display optimized parameters

#note that the order of i is arbitrary,
#only pairings of a_i and tau_i is important
print ”a_0 ” Jopt-trunc [0]

print

print ”a_l
print ”"tau-1
print

print 7a_2
print ”tau-2
print

»

,opt_trunc[1]
” Jopt-trunc [4]
,opt_trunc [2]
,opt_trunc [5]

print ”"a_3 ? ,opt-trunc [3]
print “tau-3 ” ,opt_-trunc[6]
print

#mean relative error:
diff=(np.abs((IRF[0:nryears]—affunc(opt-trunc ,time[0O:nryears]))/IRF[O:nryears])).mean()

print "mre 7 ,diff=1000

#plot the fit—curve

plt.figure (figsize=(7,5))

plt.plot (time ,IRF,marker="0’ ,markersize=3.0,label="rawdata’,color="0.6")
plt.plot(finetime , affunc (opt-trunc ,finetime),color="red’,label="fit ")
plt .xlim ([0.0 ,nryears])

plt.ylim ([0.1,1.05])

plt.savefig(’fit.pdf’,bb_inches="tight )

5
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